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Abstract

This thesis describes experiments with one-dimensional atomic chains grown by step
decoration of vicinal Pt surfaces. The objective of the research was twofold: first, to
characterize metal epitaxial growth on stepped substrates; second, to make use of this
knowledge to fabricate arrays of monatomic metal wires in order to investigate their
electronic and magnetic properties.

The first part focuses on molecular beam epitaxy (MBE) of Ag, Cu, Co, and Ni on
densely stepped Pt surfaces (one monatomic step every 20 A). Growth was investigated
on the atomic scale as a function of the substrate temperature and coverage by means of
thermal energy atom scattering (TEAS) and scanning tunneling microscopy (STM). A
wide variety of growth scenarios has been characterized depending on the choice of the
overlayer material and on the interplay between surface diffusion, strain and alloying.
Uniform arrays of one-dimensional atomic chains of Ag, Cu, and Co can be fabricated
in a well defined temperature range. The growth of alternate wires of different metals
was also investigated.

In the second part we have studied the chemisorption of Oy, CO, and Hy at Pt
and at Ag-decorated Pt steps. We have identified the Pt edge atoms at the top of the
step as the most active sites for Oy dissociation. Controlled decoration of the Pt steps
by monatomic Ag wires was used to locally vary the reactivity of the Pt edge atoms
and to further elucidate the dissociation process. Ag decoration results in a selective
modification of the adsorption rate of O,, CO, and Hy on Pt stepped surfaces.

The third part deals with the electronic and magnetic properties of Co monatomic
wires grown on Pt(997). We have investigated the wire-induced valence band states by
means of angle resolved photoemission (ARPES). Co 3d states attributed to monatomic
chains display a double-peaked structure that suggests the presence of a one-dimensional
exchange-split band. The magnetic behavior of the Co chains was studied by x-ray
magnetic circular dichroism (XMCD). Co monatomic chains are superparamagnetic with
blocking temperature between 5 and 10 K. The one-dimensional character of the wires
shows up in a pronounced uniaxial magnetic anisotropy and in large values of the orbital

magnetic moment compared to bulk Co and thin films.
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Version Abrégée

Cette these est basée sur des expériences faites avec des fils atomiques unidimensionnels
obtenus par la décoration des marches de surfaces vicinales de Pt. On a d’abord entamé
I’étude de la croissance épitaxiale sur des tels substrats. En suite, on a utilisé cette
connaissance pour fabriquer des ensembles ordonnés de fils monoatomiques métalliques

avec le but d’en étudier les propriétés électroniques et magnétiques.

La premiere partie de ce travail traite de la croissance épitaxiale par jet moleculaire
de Ag, Cu, Co, et Ni sur des surfaces vicinales de Pt avec une densité elevée de marches
(une marche monoatomique chaque 20 A). La croissance a été étudiée a une échelle
atomique en fonction de la température et du recouvrement du substrat par diffusion
d’hélium et par microscopie a effet tunnel. On a identifié plusieurs modes de croissance
qui dépendent du choix du matériel déposé et de l’enjeu entre diffusion, contraintes
mécaniques et formation d’alliage sur le substrat. Des ensembles uniformes des fils
atomiques de Ag, Cu, et Co peuvent étre fabriqués dans des conditions de température

bien definies. La croissance alternée de rangées de différents métaux a aussi été étudiée.

En deuxieme partie, on a etudié la chimisorption de Oy, CO, et Hy sur des marches
de Pt propres et décorées avec Ag. On a déterminé que la dissociation des molécules
de O, se passe de préférence sur les atomes de Pt en haut de la marche. La décoration
controlée des marches de Pt avec des fils atomiques d’Ag a permis de varier la réactivité
chimique de la marche d’une facon locale et de gagner d’avantage d’information sur le
processus de dissociation. De plus, la décoration des marches de Pt avec Ag produit

une variation sélective du taux d’adsorption pour O,, CO, et H,.

Finalement, nous avons étudié les propriétés électroniques et magnétiques de fils de
Co croit sur Pt(997). L’étude des états électroniques dis aux fils de Co a été éffectuée
par la photoémission aux rayons UV. Le spectre des états 3d diis au Co montre deux pics
qui suggerent la présence de bandes électroniques séparées par 1’échange magnétique.
Le comportement magnétique des fils de Co a été analysé par le dichroisme magnétique
circulaire de rayons X. Les fils monoatomiques de Co sont superparamagnétiques et ont

une température de blocage entre 5 et 10 K. Le caractere unidimensionnel des chaines
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atomiques de Co produit une anisotropie magnétique uniaxiale marquée. La valeur du
moment magnétique orbital est élevée par rapport aux valeurs que I’on mesure dans des
systemes volumiques de Co et dans des couches minces, a cause de la faible coordination

des atomes de Co dans les fils monoatomiques.
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Chapter 1

TEAS and STM: two

complementary methods

This chapter presents thermal energy atom scattering (TEAS) and scanning tunneling
microscopy (STM). These two techniques have been employed to conduct the in situ
characterization of the substrate and of the nanowire growth process (Secs. 2 and 3) as
well as chemisorption studies (Sec. 4). The combination of TEAS and STM is particu-
larly advantageous since it combines atomic insight with macroscopic-scale information

and extreme surface sensitivity.

1.1 TEAS

Principles

In a typical He scattering experiment, a monochromatic beam of neutral He atoms is
directed on the sample surface and its scattered intensity is measured by an ionization
detector. For thermal energy beams (10-100 meV) the interaction between the incident
He atoms and the surface is limited to the topmost substrate layer and it is totally non-
destructive. The angular and the energy distribution of the intensity of the reflected He
beam carries information on the morphology of the substrate, on the presence and struc-
ture of adsorbates and on inelastic scattering events between He and surface atoms [1,2].
The He-surface interaction potential V' is the sum of an attractive contribution due to
long-range van der Waals forces, and of a steep repulsive contribution originating from
the overlap of the incoming atoms wavefunctions with those of the substrate atoms
(Fig.1.1). Van der Waals attraction is responsible for the giant cross sections of ad-

sorbates and defects which make TEAS an extremely sensitive probe for growth and



4 CHAPTER 1. TEAS AND STM: TWO COMPLEMENTARY METHODS

V(Z) low e~ density
high e- density

Figure 1.1: (a) Schematic He-surface potential as a function of z (normal to the surface).

(b) Constant electron density contours determining the turning points of the He atoms.

chemisorption processes [3], while Pauli repulsion is proportional to the surface electron
density at the classical turning points of the He atoms, and it determines the sensitivity
of TEAS measurements to the surface atomic corrugation and structure [1,2]. Here
we concentrate on the ability of TEAS to monitor and characterize the formation of
adsorbate structures, as well as the surface morphology, during metal deposition and

exposure to gas molecules.

Surface structure determination by TEAS

The particle-wave dualism of He atoms is beautifully evidenced by diffraction experi-
ments from periodic crystalline surfaces [4]. If the He-beam energy is known , one can
determine the periodic corrugation of the substrate by measuring the angular positions
of the diffraction peaks. Figure 1.2 shows an example of diffraction from a flat (110)
Ni surface taken from Ref. [5]. Besides measuring the periodicity of the atomic lattice,
He diffraction can be employed to characterize the structure of periodically stepped
substrates. This aspect of TEAS turns out to be particularly useful in preparing and
characterizing the Pt vicinal surfaces that have been employed in the present study.
Consider the diffraction of a He beam from a perfectly periodic and atomically flat
(zero corrugation) stepped surface, as the one depicted in Fig. 1.3. The zero corruga-
tion approximation is reasonable because on flat close-packed metal surfaces, such as
Pt(111), the atomic corrugation is of the order of 0.01 A [6]. The plane of incidence
of the He beam is taken to be perpendicular to the steps. The angles 6; and 0, are
defined with respect to the (997) direction (normal to the macroscopic surface) and ¢;
and ¢y are defined with respect to the (111) direction (normal to the terraces). They
are related to each other by the following relationship: (6;,0f) = (¢; + «, ¢5 — ) where
« is the miscut angle with respect to the low-index (111) surface. x = ¢; + ¢y =0, +6;



1.1. TEAS 5

g ) 00
o

A 0.57
80 =26.5°]

01 00 Ol
o1 01
_._ _. _.
i1 io 11 I | | |
20 40 0[N

Figure 1.2: (a) Hard-sphere model of the Ni(110) surface. (b) Reciprocal lattice (c) He
diffraction spectrum showing the first order diffraction peaks due to the atomic corrugation of
the surface in the (110) direction (from Ref. [5]).

is the total scattering angle. In complete analogy with blazed reflection gratings known
from optics, we may consider that He diffraction takes place on a periodic lattice with
the terrace (considered as a mirror) as the unit cell [3]. The intensity of the He beam
scattered from the surface can then be described as the product of a structure function

G and of a form factor function A:
I =cA*G? (1.1)

where ¢ is a normalization factor. The structure function determines the position of the

diffraction peaks and is given by the one-dimensional Bragg equation [7] for the step

[111] \ 4[997] n=-3

n=0[]
(specular)

Figure 1.3: Sketch of step-down scattering from a periodically stepped surface, in this case
a Pt(997) surface.
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periodicity

G? =Y b(sinty — sinf; — %) (1.2)

where A is the He wavelength, n is the diffraction order and d is the step periodicity,
equal to the step height i (=2.27 A for Pt) divided by sin . The intensity of the diffrac-
tion peaks defined by eq. 1.2 is modulated by the form factor A2, i.e. by the diffraction
pattern of a single terrace. Following the analogy with optics in the plane wave approx-
imation, A% can be calculated by considering the diffraction from a single rectangular
slit having the same width as the illuminated part of the substrate terraces [7]:

A? = M (1.3)

(8/2)°

with B = 2; (sin ¢; — sin ¢y) (1.4)

where d = h - ( L _ tan qﬁi) is the part of the terrace iluminated by the He beam.
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Figure 1.4: Diffraction of a 22 meV He beam from Pt(997) in ideal (6; = 56.4°) and non-ideal
(0; = 60°) conditions for the n = —3 peak, solid line and dashed line, respectively. Note that
the n = —3 non-ideal peak is larger with respect to the ideal case. The dotted line is the
diffraction spectra of Pt(779) in the n = —3 ideal conditions (6; = 56.6°).
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Figure 1.5: The convolution (%) of a Heaviside function with a periodic ¢ array gives the
periodic structure of a stepped surface. Its diffraction pattern can be calculated in reciprocal
space by multiplying (x) the corresponding Fourier transforms. Adding the atomic corrugation

to each terrace modulates further the envelope function A2

A variation of the angle of incidence 6; leads to a continuous shift of the position of
the diffracted beams given by Eq. 1.2 with respect to the form factor 1.3, which has its
maximum in the specular direction to the terraces (¢; = ¢;). By a suitable choice of 6;
the diffracted beam of a certain order n can be made to coincide with the maximum of
the form factor [3]; Eq. 1.2 then reduces to

nA
o where ¢ = ¢; = ¢;. (1.5)

In this so-called ideal condition [8-10] all the atoms on adjacent terraces scatter in-phase;

cosp =

the width of the n'® peak reaches a minimum which coincides with the instrumental
resolution of the He beam. In non-ideal conditions the width of the diffraction peaks is
mainly determined by the terrace width distribution of the surface. Figure 1.4 shows the
diffraction pattern of a Pt(997) and Pt(779) surface: the n = —4, —3, —2, —1 diffraction
orders are visible starting from the left; the position of their maxima, according to
Eq. 1.2, yields the step periodicity of the surface d, once the value for A is known. To
determine A one has to find the ideal condition for a given peak experimentally and
then use Eq. 1.5. This procedure applied to the Pt(997) and Pt(779) crystals employed
in this work yields a mean terrace width of 20.0 A and 18.5 A for the two surfaces,
respectively, which is very close to the theoretical values reported in Fig. 2.3. The

TEAS measurements of adsorbate (metals and gas molecules) coverage reported in the
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beam source detector

I I X m 1o I T /

Figure 1.6: He scattering on an isolated adatom or defect on a flat surface (from Ref. [3]).
Type I trajectories reflect undisturbed, type II and III scatter on the repulsive and attractive
part of the potential, dashed line and solid line semi-circles, respectively. The long-range
attractive part of the potential is responsible for values of the TEAS cross sections of isolated

defects that are much larger than their geometric dimensions.

following chapters are taken by analysing the intensity of the n = —3 ideal peak and the
n = 0 peak. The above expressions assume that the terrace corrugation is negligible.
This is reasonable since metallic (111) surfaces exhibit a very smooth electronic density
variation due to electron delocalization. A weak corrugation on the terraces however
exists and gives rise to additional modulation of the diffraction spectrum at the positions
given by the 1D-Bragg equation
. . mA
sin ¢y —sin ¢, = — (1.6)
a

where m is an integer and a is the periodicity of the corrugation on the terrace parallel
to the scattering plane. Figure 1.5 shows how the position of the diffraction peaks in

the reciprocal space is related to the real space geometry of a stepped surface.

TEAS sensitivity to adsorbates

The scattering of thermal He atoms from solid surfaces is extremely sensitive to the
presence of adsorbates and defects. Adsorbed atoms, kinks, vacancies, and random steps
affect the interaction of the He beam with the surface by strong local perturbations of
the scattering potential (Fig. 1.6).

The superposition of random scattering centers on an otherwise periodic potential
enhances the diffuse scattering, resulting in a strong decay of the in-plane reflected

intensity. This is what happens during, e.g., the initial stages of metal deposition or
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gas exposure of the surface. Ordered layer of adsorbates impose a periodic structure
on the interaction potential. Depending on whether He scattering from the adsorbate
layer is predominantly elastic or inelastic (Debye-Waller effect), the surface in-plane
reflectivity [3] will be closer to 1 or to 0, respectively. We will see in the following
paragraphs that light admolecules in most cases act as diffuse scatterers reducing the
in-plane intensity of the scattered He beam, whereas metal adatoms forming ordered

structures have a non-zero reflectivity.

TEAS as a probe of CO, O, H chemisorption

The low Debye temperature of, e.g., CO, NO, O, O, Xe layers adsorbed on close-packed
metal surfaces (i.e. the fact that the He atoms can easily exchange energy with the vi-
brational modes of the adsorbates) is responsible for the strong diffuse scattering of He
atoms. [3]. Figure 1.7(a) evidences how the overall in-plane He intensity reflected by
the surface is reduced upon oxygen adsorption. By positioning the detector in corre-
spondence of one of the peaks shown in Fig. 1.7, one can monitor the reflectivity of
the surface during adsorption. The decay of the He intensity due to CO (a) and O (b)
adsorption on Pt(111) and Pt(997) is shown in Fig. 1.8. I/Ij refers to the normalized
height of the specular peak for Pt(111) and of the n = —3 peak for Pt(997). The inten-
sity decreases monotonically until the complete saturation of CO and O adlayers. Since
diffuse and coherent scattering are complementary phenomena, the attenuation of the
relative peak intensities is a measure of the probability of diffuse scattering, hence it can

be related to the adsorbate coverage. Provided that the peak maxima can be taken as a

T 1.0 ——F————g 71

n=-3 .. P1(997) l —e— P{(997)

— PK(997) + 1510, |+ Py997)+15L 0,

wonom PE(997) + 1 row Ag

o PUO9T) + 1 roW Ag + 15L 0,

I (counts/s x 10°)
28]

n=-2
0 ,A } k | ' X B ressiey L ‘3" ovs. =
95 100 105 95 100 105
X (deg) X (deg)

Figure 1.7: (a) TEAS diffraction pattern for a clean and partially-O covered Pt(997) surface
at 400 K. (b) Normalized diffraction patterns for different O exposures for a clean and a Ag
step-decorated Pt(997) surface.
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Figure 1.8: (a) Attenuation of the TEAS intensity / relative to the clean surface value I
during exposure to a background pressure of 2 x 10~% mbar CO for Pt(997) at and Pt(111) at
340 K and 400 K, respectively. After saturation of the step sites around 0.2 L the slope of the
Pt(997) at and Pt(111) curves is the same. (b) Same as (a) for 1 x 107% mbar Oy exposure
at 400 K. The solid lines are fits to the data. The inset shows a linear fit (dashed line) of the

adsorption curves in the zero coverage limit.

measure of the in-plane refllectivity [see Ref. [3] and Fig. 1.7(b)], the quantity 1 — I /1
is proportional to the probability of diffuse scattering. In the limit of high adsorbate

dilution one has [3]:
1—1/Ij=n%40 (1.7)

where 6 is the adsorbate coverage, ng the number of substrate atoms per unit area [1.5 x
10" atoms/cm? for Pt (111)], and X the adsorbate cross-section for diffuse scattering. 3
generally depends on the energy of the probe particles and on their angle of incidence,
but not on the surface temperature [11]. For CO on Pt(111), ¥ = 123 A? for a 63
meV He beam incident at 6; = 40°; at step sites the CO cross section takes on smaller
values [3]. The CO/Pt(997) adsorption curve in Fig.1.8(a) shows an increase in slope
around 0.2 L which is due to sequential occupation of the terrace sites after the step
sites have been completely CO-saturated. Omnce the step sites have been filled, the
Pt(997) and Pt(111) curves become parallel. In contrast to the CO case, the O/Pt(997)
adsorption curve shows no abrupt slope change [Fig.1.8(b)]. In other words we do
not observe any net disparity in the cross section for step and terrace adsorption of

O, although sequential occupation of step and terrace sites by O is a well-established
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fact [12-18]. Differences between the CO and O cross section behaviors can be attributed
to the different binding geometries at step sites (see Sec. 4).

In the high coverage limit the linear dependence of I/l on 6 breaks down. The
overlap of the cross section of adatoms occupying neighbor sites as well as depolarization
effects due to mutual interactions, and the possibility of multiple scattering events lead to
a more complex I/Iy(6) relationship. By considering a pure geometric overlap between
the adsorbates cross sections and forbidden [-nearest-neighbor adsorption, for instance,
one gets [3]

I/Iy = (1—16)" . (1.8)
The fits in Fig.1.8(b) are based on this formula plus the assumption of Langmuir ad-
sorption to model the dependence of the gas exposure € on . To avoid relying on ad hoc
assumptions, however, we prefer to limit ourselves to Eq. 1.7, which has the advantage of
being independent of the system and which allows us to estimate the relative variations
of the initial sticking coefficient of a given species between different samples. Consider
the zero coverage limit: in this regime 6 can be approximated by the sticking coefficient

so times €; I /1, is then given by
1/10:1—2808. (19)

Taking the derivative of I/ at @ = 0 one gets Xsg. To calculate sy one therefore needs
to know X. In the case of oxygen adsorption on Pt(111) shown in the inset Fig. 1.8(b),
for instance, by taking ¥ = 60 A2 as it was measured by Peterlinz and Sibener for
O/Ru(0001) [19], we calculate so=0.02 at 400 K, close to the 0.03-0.08 values found
in the literature for background adsorption at 300 K [13,14, 16,20, 21]. It wouldn’t be
correct, however, to compare adsorption on different surfaces in the lack of a detailed
knowledge of ¥ in each case. Despite this, TEAS can be used very succesfully to detect
changes in sy on the same surface as a function of any parameter, provided that the
values of ¥ remain reasonably constant over the parameter’s range. Absolute sy values
can then be extracted by comparison with TPD, King & Wells, and other techniques. In
Sec. 4 we apply Eq. 1.9 to evidence the variations of the sticking coefficient of a vicinal

Pt surface as the step sites are decorated by different amounts of Ag and Cu.

Metal structures characterization

In contrast to gas adsorption (Fig. 1.8), if we monitor the TEAS intensity during Ag
deposition on a Pt surface, the ratio I/l will not fall asymptotically to zero, but it will

oscillate as a function of the Ag coverage. Ordered metal adlayers, due to the small
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Figure 1.9: TEAS intensity as a function of coverage (right) for different growth modes (left):
(a) layer-by-layer; (b) 3D; (c) imperfect layer-by-layer.

corrugation and to their rigidity, diffract the He atoms coherently, much in the same
way as the substrate. The Debye temperature of the adlayer determines its reflectivity.
A pseudomorphic monolayer of Ag on Pt, for instance, has a higher reflectivity than the

Pt substrate.

Adisland edges, small isolated aggregates as well as dislocations in the metal adlayer
constitute diffuse scattering centers. Given the high sensitivity of He scattering to the
surface density of defects, TEAS is a powerful method to characterize the growth mode
of metal structures on surfaces [22-24]. The TEAS intensity reflected from the sample
during the growth of metal adlayers can be monitored continuosly during deposition. In
the case of 2D layer-by-layer growth the surface defect density reaches a minimum each
time a layer is completed; the TEAS intensity oscillates with a 1 ML period [Fig. 1.9(a)].
In the case of 3D growth the defect density increases monotonically during the deposition
and the He intensity rapidly decays to zero (b). In the case of an imperfect layer-by-
layer growth mode, the growth begins in a 2D- and continues in a 3D-fashion; we observe
few intensity oscillations which are damped due to imperfect growth (b). This is what
happens during epitaxial growth on flat crystalline surfaces [22]. On stepped surfaces, if
the scattering geometry is chosen such that the He atoms reflected from adjacent terraces
interfere constructively (the so called in-phase condition), we can monitor the average
terrace defect density as if we were considering scattering from a flat surface. Moreover,
as discussed in a recent paper [10], on vicinal surfaces the sensitivity to different surface

sites shows substantial variations depending on the scattering geometry. By changing
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the scattering geometry we can select the regions of the surface we are looking at; this
turns out to be particularly useful to characterize step decoration. Grazing incidence
conditions (large 6; values) greatly enhance the step sensitivity, while scattering angles
closer to the surface normal probe the ordering of the entire surface. Thanks to this
particular sensitivity it becomes possible to observe in real-time the formation of ordered

1D structures down to the monatomic limit.

TEAS characterization of 1D monatomic wire growth

We have mentioned in the introduction that vicinal surfaces can be used as nanotem-
plates for the growth of 1D monatomic wires exploiting step decoration. In this para-
graph we show how the process of step decoration can be directly monitored and cali-
brated by TEAS measurements. We discuss some general features of the He reflectivity
spectra in the particular case of Ag/Pt(997); similar arguments hold for other metals
as well. Fig. 1.10 shows two deposition curves for Ag on Pt(997) at 6, = 46.9° (a) and
; = 85.0° (b). The intensity in (a) oscillates with a period of one monolayer coverage,
demonstrating in this case a layer-by-layer growth mode and serving as a precise cal-
ibration for the deposition rate. The contribution of the flat terraces to the reflected
He intensity diminishes with increasing scattering angle while the step contribution in-
creases. In (b) we observe a first peak at 0.13 ML and a pronounced shoulder at 0.25 ML.
Since the He reflectivity in grazing conditions depends on the defect density at the step
edges and because 0.13 ML is the nominal coverage of a monatomic wire on Pt(997), we
attribute these peaks to the formation of the first and second Ag row along a Pt step
edge [10], respectively.

The situation for ©4,> 0.25 ML is more complex. We do not observe further row
peaks in the grazing incidence curve; however, this does not rule out the persistence of
row-by-row growth. The averaging out of the He reflected intensity is due to desynchro-
nization of the row growth on terraces that have different widths. Since for 7" < 400 K
Ag adatoms are confined to their impact terrace (see inset in Fig. 1.11(a) and Sec. 2.2),
the coverage on each terrace is proportional to the terrace width. Thus the rows on
larger terraces are completed before those growing on smaller terraces. The simulation
in Fig. 1.10 (c) qualitatively illustrates this effect for a terrace width distribution with
standard deviation o = 3.6 A which is close to the STM determined value of 2.9 A. In
the simulation, we assume no interlayer mass transport and perfect row-by-row growth
on each terrace; the intensity is obtained by weighting the fractional row coverage on
each terrace by the statistical occurrence of the terrace width. As the adatom cover-

age approaches 1 ML, "resynchronization”, as shown by the dotted line in Fig. 1.10(c),
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Figure 1.10: Normalized intensity of the reflected He-beam during deposition of Ag at 1" =
300 K for different scattering geometries. (a) Small total scattering angle. (b) Large scattering
angle (grazing conditions). The deposition rate is F = 4x 103 ML/s for both curves. The He-
beam wavelength A, is 1.01 A. (¢) Simulated He reflectivity in grazing incidence conditions

showing the effect of the row growth desynchronization.

should occur. This is not the case for the Ag/Pt(997) system because the step edges
of the growing monolayer are no longer smooth for © 4,> 0.6 — 0.7 ML (see Fig. 2.13).
In contrast, resynchronization is observed on Pt(779), Fig. 1.11(b), which has the same
terrace structure of Pt(997) but steps consisting of {100} instead of {111} microfacets.
If the He beam incidence angle is reduced slightly (72° < 6; < 85°) the reflected He
intensity has a contribution from both the terraces and the steps [10]. A 4° variation
in the total scattering angle with respect to the lower curve in Fig. 1.10 considerably
changes the reflectivity of the surface. For #; = 83° a broad maximum appears around
0.5 ML (see Fig. 1.11). This maximum reflects the evolution of the terrace width distri-
bution during the growth of the first monolayer. Due to the adatom confinement effects
described above the standard deviation o of the terrace width distribution reaches a
minimum for ©,, = 0.5 ML [25]; this process is analogous to a step debunching ef-
fect where the velocity of each step is proportional to the width of the terrace it has
in front [26]. As a result, the better surface periodicity narrows the grazing incidence
diffraction peak and increases its height. The 0.5 ML peak thus adds valuable informa-

tion on the growth process, marking the presence of effective diffusion barriers across
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Figure 1.11: (a) TEAS intensity during Ag deposition on Pt(997) at 300 K, 6; = 6y = 83°,
Aie = 1.08 A. The deposition rate is F' =4 x 1073 ML/s. (b) Same as (a) for Ag/Pt(779) at
; = 6y = 75°. The peak at ~ 0.85 ML is due to row growth resynchronization, as explained
in the text.

heterosteps.

In Fig. 1.11 there is a third maximum at ©,, = 1 ML. As discussed in Ref. [10] this
maximum disappears at a more grazing incidence [see Fig. 1.10 (b)]; its intensity comes
from the Ag covered terrace which has a higher reflectivity than bare Pt.

In summary, by analyzing the TEAS curves recorded at different angles of incidence
we have a means to detect the formation of monatomic wires and the quality of the
surface periodic pattern in real-time during the deposition process. As we will see in the
following chapters, TEAS measurements allow us to conduct systematic growth studies
to obtain uniform arrays of parallel 1D wires and to prepare samples with extremely

well-defined wire coverages.

TEAS experimental setup

This section is dedicated to a brief description of the TEAS experimental apparatus.
The conception of the instrument as well as the construction details are described in
Refs. [8,9,25,27]. The He spectrometer is schematically shown in Figs. 1.12 and 1.13.

It consists of three principal modules:
- the He beam source (I-I1I in Fig. 1.12),
- the sample chamber (IV),
- the detection unit (V-VIII).

The He beam is created in the source by a supersonic expansion through a 10 pym

nozzle [28,29]. The stagnation pressure inside the nozzle can be varied up to 300 bar
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Figure 1.12: top-view of the TEAS spectrometer.

while a 6000 1/s diffusion pump coupled to a roots pump ensures a 10-% mbar vacuum
in the expansion chamber. Following the supersonic expansion the beam goes through
two consecutive skimmers (¢ 0.28 and 0.20 mm) positioned at the entrance of the two
differentially-pumped stages II and III. Its angular divergence at the sample position
(about 0.07°) is determined by a 0.23 mm wide slit at the exit of stage III. The He beam
spot on the sample is about 1 x 5 mm?2. The nozzle temperature can be varied between
50 K and 350 K by the combined use of a helium cold head and a resistive filament.
This temperature range allows to vary the energy of the He beam between 10 and 80
meV (1.5 to 0.5 A). The kinetic energy broadening of the beam AE/E is 1.5%.
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Figure 1.13: side-view of the TEAS spectrometer.

The sample or scattering chamber (IV) is kept under constant UHV conditions (base
pressure 1 x 1071 mbar) by two serial turbopumps. The He pressure due to the beam
fluence is of the order of 2 x 10~° mbar with negligible amounts of contaminants. The
sample is positioned on a vertical manipulator with six degrees of freedom (z,v, z,
and the polar, tilt, azimuth angles) to allow the precise adjustment of the scattering
geometry. Its temperaure can be varied from 40 to 1100 K by a liquid He/liquid Ny
cryostat and by electron bombardment. The scattering chamber is equipped with the
standard surface science tools, consisting in an ion sputter gun, a LEED, a cylindrical
mirror analyzer (CMA) Auger spectrometer (Omicron, CMA 150), and Omicron e-beam
metal evaporators. The whole chamber is mounted on a motorized rotary table that

can rotate by £30.5° from the position shown in Fig. 1.13 with a precision of 0.01°.
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The UHV connection with the source and detection modules is ensured by two flexible
bellows as shown in Figs. 1.12 and 1.13.

The detection unit consists of four differentially pumped UHV chambers (V to VIII).
Its complexity stems from the particular design of the spectrometer which has been
devised to perform a diffractive energy analysis of the He beam using a Pt vicinal surface
(mounted in VI) as monochromator [8,9,25,27|. During the present work, however, no
such analysis has been considered; a Pt(111) crystal has been employed as a mirror in
VI to deflect the He beam into the detection stage (VIII). A differentially pumped stage
(VII) separates the analyzer (VI) chamber from the detection unit in order to keep the
background pressure of He atoms at a minimum. In stage VIII the He beam is ionized
by electron bombardment, the ions are then extracted by electrostatic lenses and mass
selected by a quadrupole mass analyzer. The details of the ionization unit are described
in Ref. [30]. A channeltron device counts the number of ionized He atoms. The overall
efficiency of the detector is of the order of 5-107% the high intensity of the primary
beam, however, ensures that the intensity of the direct beam is of the order of 5 - 10°
counts/s. The dark counting rate is typically 30 counts/s. The whole detection unit is
mounted on air cushions and glides over a micropolished granite table. It can rotate
about the sample chamber axis to form an angle with the direction of the He beam at
the source between 60° and 180° with an absolute precision of 0.005°.

The independent rotation of the scattering chamber and of the detection unit is
one of the key features of this setup. It allows to choose the incident angle 6; and
reflection angle 6y independently from any mechanical constraint. Its wide rotation
range, moreover, gives access to the grazing scattering geometry that has been used to
characterize the nanowire growth during this work. To ensure great manceuvrability
and reproducibility of the scattering geometry all the rotary motions are controlled by

a dedicated hardware and software network [8].
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1.2 STM

STM owes its great popularity to its direct imaging capabilities coupled to the possibility
of extracting information on the electronic structure of surfaces on a local scale [31,32].
Compared to TEAS and other surface scattering techniques, which offer a reciprocal
space image of the substrate, STM directly allows to visualize in real space the atomic
structure of metal and semiconductor surfaces. On the other hand, the information
provided by scanning probe techniques such as STM is inherently local and often limited
to time snapshots of the surface. In this chapter we provide a basic introduction to
the physics underlying tunneling microscopy and a brief description of the microscope

employed in the experiments.

Principles

Figure 1.14 illustrates the basic principle of operation of an STM [33,34]. A sharp
metal tip is brought into close proximity (~ 5 — 10 A) to the (conducting) surface of a
sample. The lateral tip position, x and y, as well as the vertical separation z between

the tip and the surface are controlled with picometer precision by voltage signals applied

feedback

preset
current >.

=

raster

sample
surface

p—
tunnel current /;

Figure 1.14: Schematic illustration of the basic principles and operation of a scanning tun-
neling microscope (Adapted from Ref. [32]). The circular inset shows an atomistic picture of

the tip and sample structure.
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to piezo-electric transducers. As on overlap between the tip and the sample electrons
wave functions occurs, a bias voltage V' applied to the sample (with respect to the
ground and the tip) establishes a continuos tunneling current I across the vacuum region
separating the two electrodes. The sign of V' determines whether tunneling occurs from
the tip occupied states to the sample empty states (positive V') or viceversa (Fig. 1.15).

Once the sample and the tip are brought

- ‘4' Evacuum in thermodynamic equilibrium, their

¢ Fermi levels equalize. If a voltage V' is
Erermi applied to the sample, its energy levels

will be rigidly shifted upward or down-

ward by |eV|, depending on whether the
polarity is negative or positive, respec-
tively. Since states with the highest en-
ergy have the longest decay lengths into
the vacuum, most of the tunneling cur-
rent, arises from electrons lying near the
Fermi level of the negative-biased elec-

trode. The tunnel current I depends ex-

(©) ponentially on z, the individual atoms in
the surface will give rise to current varia-
tions as the tip is scanned across the cor-

rugated surface. In the constant-current

d) mode of operation the current/, which is

typically in the 0.5-5 nA range, is com-

SAMPLE

pared with a preset value I; in a feed-

k loop. The diffi I
Figure 1.15: Energy level diagram of sample back loop e difference between [ and

and tip: (a) separated sample and tip; (b) sam- Iy is converted into a correction voltage

ple and tip in thermal equilibrium, without ap- and sent to the 2 transducer. In this way

plied bias; (c) positive sample bias; (d) negative the tunneling current is kept constant by
sample bias (from Ref. [35]). approaching or withdrawing the tip from

the sample. Recording the feedback sig-
nal as a function of the tip position (x,y) over the substrate yields a 3D map of the
surface topography. As we will see in the following, however, z(x,y)|; v more correctly
represents a surface of constant local density of electron states (LDOS) of the sample and
therefore one has to be careful in interpreting it as an image of the position of the atomic

nuclei of the surface. Note that a similar ambiguity exists also in the interpretation of
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the TEAS spectra discussed in Sec. 1.1.

A proper modelling of the tunneling process in an STM would require: the knowl-
edge of the 3D electron potential in the vacuum region between the tip and the sample,
the description of the electronic states of both the sample and the tip and the descrip-
tion of the spatial extension of the electron wave functions in the tunnel gap [32]. The
poor symmetry of the system, the unknown geometry of the tip, and tip-sample inter-
actions make this task a difficult one. Most of the existing theories are based on the
"perturbative-transfer Hamiltonian” formalism introduced by Bardeen for tunneling be-
tween two parallel plates separated by an insulator [36]. By neglecting the interactions
between the two electrodes, the tunnel current can be evaluated from the overlap in
the gap region of the wave functions of the sample and tip, ¥, and ¥,, respectively,

considered as separate systems [37]:

4me
I(v) = S Z T,,?0(E, —eV — E,) x
[T

(B = eV T L= (B, T)] = £ T) [1 = F(E, — eV T)]) , (1.10)

where

h2
T /dS(\Ifij\Ifu — U, V). (1.11)
So

In Eq. 1.10 the summation goes over all quantum states p and v of the unperturbed
sample and tip; the eigenvalues E, and E, are given with respect to the (common)
Fermi level, f is the Fermi—Dirac distribution function, and 7" is the temperature. The
delta function implies that tunneling is considered to be elastic, whereas the Fermi-
Dirac functions take into account that tunneling occurs from filled to unfilled states.
The integral 1.11 gives the tunnel matrix element 7),, and must be evaluated over
any surface Sy that lies entirely within the gap region. The main difficulty in this
approach consists in evaluating 7}, ,; Tersoff and Hamann have drastically simplified
the problem by using as tip functions the solutions of the Schrodinger equation for a
spherical potential wall (s-wave approximation) [38]. For low bias voltages the tunneling

current becomes [39,40]:

o0

I(‘/;T7w7y7z)0<6*22 QT;‘ZS(I)/dEpS(E,LL‘,y,Z)pt(E—BV) (f(E—BV,T)—f(E,T)),

(1.12)

where ® = (®, + ®;)/2 is the average value of the tunneling barrier with respect to Ej
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Figure 1.16: (a) Constant current STM image of three adjacent terraces on Pt(997); I =
2.7 nA, V = 10 mV. The image brightness is proportional to the z-coordinate. (b) z profile

corresponding to the line scan shown in (a).

and
ps(B,2,y,2) = > |V, (x,y,2) §(E - E,) (1.13)

is the LDOS of the sample surface at the position (x,y, z) of the center of the tip. If
the measurements are performed at low temperature, the Fermi functions in Eq. 1.12
can be approximated by step functions, leading to
_ eV
I(V,z,y,2) e_QZ\/%;?/dE ps(E,x,y,z) pi(E —eV). (1.14)
0

This approximation leads to two important results [32]: the first is that the tunnel
current decays exponentially with increasing distance z between the tip and the surface.
This implies that the tip apex atom dominates the tunneling process (for ® = 4 eV, a
1 A displacement in z implies a ten-fold variation in I), explaining the STM atomic-scale
probing capabilities. The second result is that constant-current STM topographs can
be simply interpreted as contours of constant ps(Er) of the surface, since the largest
contribution to the integral in Eq. 1.14 comes from the highest-lying energy states of
the sample! and the tip electronic structure can be considered flat, i.e. p; is taken to
be constant. The atomic corrugation imaged by an STM, such as the one in Fig. 1.16,
is therefore the modulation of a constant LDOS surface of the sample. Although the
LDOS modulation has, in many cases, the same periodicity as the underlying atomic
lattice, there are a number of instances where variations in the LDOS are caused by
interference effects of the surface electron gas [41-43]. In the present work, however, all

the constant-current images acquired can be simply interpreted as surface topographies.

!The states with the highest energy extend over longer distances into the vacuum
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Figure 1.17: (a) Constant current STM image of Ag on Pt(997); I = 4.1 nA, V = —6 mV.
The diagram represents a vertical cut through the surface evidencing Ag (grey) and Pt atoms
(white). The line scan on the right shows the z-difference that allows to distinguish between
Ag and Pt.

Figure 1.16(a) shows three adjacent Pt terraces separated by monatomic steps; the
height of a single step is about 2.2 A, in agreement with the theoretical value of 2.27 A.
The atomic corrugation on each terrace is 0.2 A; such a vertical resolution, which is
typical for most metal surfaces [32], cannot be accounted for by the Tersoff-Hamann
theory presented above. Among the effects that have been suggested as the cause of the
observed corrugation are the elastic deformation of the tip apex atoms due to attractive
interaction between the tip and the sample [44], and the contribution of localized d,

states to the tunneling current [31,45].

Chemical contrast

In performing epitaxial growth as well as chemisorption studies we are interested in
obtaining elemental contrast with the STM between atoms or molecules of different
species. The most elegant methods to achieve chemical sensitivity in STM rely on
tunneling spectroscopy (STS) [46-48]; unfortunately, it is not always possible to use
this technique for all kinds of adsorbates. Monolayer islands of Ag on Pt(997) analysed
in this work, for instance, did not show any particular spectroscopic feature with respect
to the substrate. Often, in the case of gas species such as atomic O, the main adsorbate-

induced states lie too deep in energy (~ 5 — 7 eV from Ep) to be detectable by STS.

Constant-current images, however, might contain enough information to allow to
distinguish between different atomic species. A monolayer-high Ag island on Pt appears
about 0.7 A higher than a Pt monatomic step; the magnitude of this chemical contrast

depends slightly on the tip structure, and does not depend on the bias or on the gap
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Figure 1.18: Top: O atoms adsorbed at the Pt(997) step edges are imaged as indentations on
the Pt substrate. The greyscale has been artificially redistributed on each terrace to enhance

contrast; [ = 6.4 nA, V =9 mV. Bottom: z line scan along the step edge.

width [49,50]. This effect might be due to a smaller tunneling barrier above the Ag
layer as suggested by a decrease in the work function ®, during Ag growth on Pt [51]
or to a higher surface charge density in the compressed Ag islands with respect to the
Pt substrate [50]. Figure 1.17 shows the height difference between Ag and Pt for a Ag
layer growing at the base of the Pt steps.

Isolated adsorbates on metal surfaces generally induce pronounced changes in the
LDOS near Er and are therefore easily recognizable. Figure 1.18 shows O atoms ad-
sorbed near the step edges of a Pt(997) surface; a local depletion of the LDOS near Ey
induced by the O 2p resonance causes the O atoms to be imaged dark with respect to
the surroundings. By modelling the tip and the sample as two adsorbed atoms facing
each other on planar jellium-like electrodes, Lang [40,52] has calculated the changes in
the LDOS and the corresponding tip displacement at low bias voltage in the constant-
current mode caused by C, O, Na, and S adsorbates. The results are shown in Fig. 1.19;
it is seen that the Na 3s resonance and the S 2p resonance increase the LDOS at Ep,
whereas for the electronegative C and O atoms the 2p resonances lead to a depletion
of the LDOS at Ep. In the constant-current mode the adsorbates will consequentely

appear as protrusions (Na, S) or as holes (C, O).
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Figure 1.19: (a) Difference in eigenstate density between the adatom-metal system and the
bare metal for Na, S, C, and O atoms. (b) The tip displacement versus lateral separation, Y,

of the tip and adsorbate atoms (1 Bohr = 0.529 A). From Ref. [40,52].

STM experimental setup

The STM images shown in this thesis have been acquired in a low-temperature STM
built at the Institute de Physique Expérimentale of the EPFL [53]. The experimental
apparatus, shown in Fig. 1.20, consists in a single UHV chamber that contains the sample
preparation stage and the microscope housing. The samples can be introduced into the
UHV chamber through a load-lock system. They are subsequently transferred onto a
manipulator for cleaning and preparation and eventually inserted into the microscope
for analysis.

The sample (a replica of the Pt(997) crystal used in the TEAS experiments) is hat
shaped and can be clamped onto a Mo sample holder leaving its surface entirely ex-
posed. The electrical insulation necessary to apply the bias voltage V is assured by two
thin sapphire rings placed between the Mo holder and the sample. Three feedthroughs
at the bottom of the sample holder provide the contacts for a chromel/constantan ther-
mocouple and the bias voltage. Once placed on the manipulator, the sample can be
heated up to 1050 K by electron bombardment and cooled down to 40 K by thermal
contact with a liquid helium cryostat. This temperature range allows to perform the
usual annealing cycles required by the sample cleaning procedure (see Sec. 2.1) and to
control the growth of low-dimensional structures via self-organization techniques [54].
The UHV chamber is equipped with an ion sputter gun, a CMA Auger spectrometer,
and two Omicron e-beam evaporators. The Auger spectrometer (Omicron, CMA 150)
is identical to the one used in the TEAS apparatus and has been used to cross cali-

brate the coverage of the metal adlayers in the TEAS and STM experiments. Variable
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Figure 1.20: (a) Diagram of the UHV-chamber containing the sample manipulator and the
4K-STM. (b) The microscope housing and head. From Ref. [43]
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leak-valves allow the backfilling of the UHV chamber with gas species for chemisorption
experiments. The base pressure in the UHV system is 1 x 107!% mbar or lower as the
microscope cryostat is cooled to 77 K. After preparation, metal deposition or gas dos-
ing, the sample is isothermally transferred into the microscope by means of a thermally
insulated wobblestick.

The microscope body , shown in Fig. 1.20(b), is thermally coupled to a liquid helium -
liquid nitrogen cryostat by mechanical contact with its upper Cu cone. The temperature
of the microscope can thus be set to 8 K, 77 K or 300 K depending on the filling of the
inner cryostat. In the present work the microscope has been exclusively operated at 77 K.
The sample holder is inserted into a drawer in the microscope body and thermal contact
is achieved by pressing it firmly against a polished Cu plate. Such a rigid coupling of
the microscope-sample setup to the cryostat requires an efficient vibrational damping
of the latter. This is achieved by three harmonic oscillators put in series, as shown in
Fig. 1.20(a): a spring suspension of the base plate from the ceiling, plus two sets of
pneumatic damping elements that decouple the cryostat from the chamber. To ensure
a better sonic and electronic insulation the whole apparatus is housed into a metal-
shielded sound-proof cubicle. A detailed discussion of the mechanical and electrical
noise damping elements is reported in Refs. [43,53].

The microscope is a ”splitted beetle” design [53,55]. The scan piezo with the W tip
pointing downwards is shown in the center of Fig. 1.20(b); the scan piezo is mounted on
a Mo disk that has three helical ramps on its underside. The coars approach of the tip
to the sample surface is achieved by the inertial motion (”stick and slip” mechanism)
of the Mo disk on three sapphire balls; these are mounted on top of three exterior
piezos, of which two are shown in Fig. 1.20(b), glued to the microscope body. Once a
tunneling current is detected, the coarse approach is stopped and scanning proceeds via
the central piezo. This particular design has the advantage of providing good thermal
contact between the microscope and the sample while maintaining the convenient coarse

approach and lateral displacement typical of a beetle-type STM.
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Chapter 2
1D Nanowires

The aim of this chapter is to study nucleation and growth of metals on densely stepped
substrates in order to create arrays of 1D nanowires with tailor-made morphological
characteristics. Metal epitaxy on the vicinal Pt(997) and Pt(779) surfaces has been
investigated from the initial stage of step decoration to monolayer completion [23,24].
The combination of two complementary experimental techniques such as TEAS and
STM allows an extensive characterization of the epitaxial system: TEAS offers non-
invasive, in-situ, macroscopic-scale, real-time monitoring of the wire growth at different
temperatures, while STM gives access to atomic details that elude atom scattering
probes. In this way we have successfully characterized the monatomic wire limit which
is of particular relevance for the study of low-dimensional condensed matter properties.

Experimental work on nucleation at step edges was originally used as a method

to obtain electron microscopy images of monatomic steps on rocksalt surfaces. The

Co/Pt  Cu/Pt Ag/Pt

Er =279  -2.17 -2.14
Es  -3.79  -2.75 -2.68
N AE 026 017 0.14 (0.17)@
) AHs 059  0.46 0.39

Table I: Ep - binding energy in the

middle of the terrace, Es - binding energy
at the step foot, AE - corrugation energy

the t AHg - Ehrlich-Schwoebel
Figure 2.1: Potential energy map (in eV) expe- Oft Phe ErTace, § rHeHmscwoehe

rienced by a Co adatom above the Pt(997) sur-
face [56].

barrier [56]. (*) Experimental value from

Ref. [57).
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Figure 2.2: Different growth modes on a stepped substrate.

early studies by Bassett and Bethge [58,59] showed that step ledges act as preferential
nucleation sites for metal adatoms due to the increased coordination with respect to
the terrace sites. Figure 2.1 shows the potential energy surface for a single Co adatom
on Pt(997) calculated using a semi-empirical potential in a tight-binding scheme [56],
as explained in more detail in Sec. 3.2. Values for Co, Cu, and Ag adsorption energies
are reported in Table I. The adsorption sites at the bottom of the step edges are clearly
favored over terrace sites, since the ratio g—; is equal to 1.4.

With the rapid advancement of thin film deposition techniques in the last two decades
the role of steps in homo- and heteroepitaxial growth has been extensively characterized.
Initially, Molecular Beam Epitaxy on vicinal surfaces has been investigated to improve
layer-by-layer growth on AlAs-GaAs interfaces, [60] but it was soon recognized that
ordered stepped substrates can be employed as nanoscale templates for the growth
of superlattices of quantum wires. [60-64] Studies of metal systems have shown that
growth on stepped surfaces proceeds either as a smooth step-wetting process [65—69]
or as nucleation of two-dimensional (2D) islands at step edges, [70,71] provided that
the adatom deplacement prior to nucleation is larger than the terrace width of the
substrate.!

In Fig. 2.2 we show different scenarios of heteroepitaxy on a stepped substrate.

Tt is interesting to point out that the influence of a monatomic step on the binding energy of adatoms
is limited to the first and second row of adsorption sites. In the Co/Pt(997) case the adsorption energy
for a single Co atom in the first row along the Pt steps is -3.79 eV while it increases to -2.86 eV in the

second row, close to the value of the adsorption energy on the terrace (-2.79 V) [56].
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Besides the ideal case of smooth row-by-row growth, we distinguish: (i) wires of different
widths due to interlayer crossing of the adatoms; (ii) formation of irregular 2D islands
that wet the step edges; (iii) alloying; (iiii) formation of double layers structures. In
preparing arrays of 1D wires for photoemission and magnetic dichroism experiments, we
have focused on the conditions that favor the ideal case. A background in heteroepitaxial
metal growth is not given here and the reader is referred to the extensive literature on
the subject [57]. As a general trend we find that wire formation is limited at low
temperature by slow edge-diffusion processes and at high temperature by heterostep-
crossing and eventually by alloying between the metal adspecies and the substrate. We
will determine the best deposition parameters that lead to the formation of smooth Ag,
Cu, and Co wires.

This chapter is organized as follows: Sec. 2.1 presents the Pt substrate and the
preparation methods; Secs. 2.2, 2.4, 2.3, and 2.5 deal with Ag, Cu, Co, and Ni growth,

respectively.

2.1 The substrate

The basic requirement to grow self-organized patterns of regular wires by step decoration
is a good template. By this we mean a sample whose steps are as straight and as evenly
spaced as possible. We have chosen to work with Pt vicinal surfaces since repulsive
interactions between adjacent steps suppress step meandering [72], resulting in remark-
ably straight steps and in a narrow terrace width distribution. For Pt(997) the average
terrace width is 20 A with standard deviation o = 2.9 A [73]. Figure 2.3 shows two
STM images of a well-prepared Pt(997) surface after sputtering and annealing. In the
present work we have employed two vicinal surfaces: Pt(997) and Pt(779). These two
surfaces are alike, but for the step microfacets, which are {111} for Pt(997) and {100}
for Pt(779) (Fig. 2.4). The study of two similar substrates allows to separate growth
and chemisorption effects that might be dependent on the particular step geometry.
Although the average step separation as well as the kink density along the steps are
determined by the crystal miscut, the cleaning procedure of the sample is fundamental
in obtaining a regular periodic substrate. After 10 min. sputtering at 300 K with a
800 eV Art beam the stepped structure of the surface is completely lost (Fig. 2.5).
It can be recovered by annealing the surface to high temperatures. To avoid uneven
removal of material from the surface, however, the sample temperature is usually kept
at T' = 750 K during sputtering to allow sufficient mobility of the Pt atoms, and the

ion beam is directed either normal to the surface or parallel to the steps. After the
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Figure 2.3: Left: STM 0z/0z image of the clean Pt(997) surface. Step down direction is
from right to left. 7 = 1.0 nA, V = 0.6 V. Right: 3D close up of the Pt steps (the z scale has
been exaggerated for better rendering), I = 2.7 nA, V = 10 mV.
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Figure 2.4: Hard-sphere models of the Pt(997) and Pt(779) substrates.
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Figure 2.5: Pt(997) after 10 min. of cold Figure 2.6: Pt(997) after annealing in the
sputtering at 300 K with a 800 eV Ar™ presence of contaminants.

beam at normal incidence.

deposition of metals, such as Co, that form alloys with Pt, sputtering is started at low
temperature and continued at 750 K after a certain time. After repeated cycles of 800 eV
Ar™ sputtering at 750 K the surface is annealed to 850 K, followed by a brief exposure
to 1 x 10~7 mbar oxygen and by a flash to 7" > 1000 K to remove residual contaminant.
Care has to be taken in cooling the sample at a slow enough rate (< 40 K/min) until
500 K in order to allow equilibration of the step morphology. Annealing in the presence
of impurities might result in step pinning during the cool down of the surface, as it is
shown in Fig. 2.6. The surface periodic pattern is eventually checked by He diffraction
(see Fig. 1.4) or by STM.
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2.2 Ag

As Ag grows pseudomorphically on Pt(111) in a wide range of temperatures without
intermixing with the substrate [49,74], Ag/Pt(997) is regarded as a model system in
our study of metal chain formation. We have shown in Sect. 1.2 that Ag and Pt are
chemically distinguishable by STM due to a positive height difference between the first
Ag layer and a Pt step. In images like Fig. 2.3 (left panel), however, it is virtually
impossible to detect small amounts of adatoms at step edges. To analyze the initial
stages of row growth we have to reduce our field-of-view to less than 200 x 200 A2
Figure 2.7 is taken after deposition of 0.03 ML Ag at 340 K. Two incomplete Ag rows
are visible attached to the lower step edge of two adjacent steps (see arrows). In the
inset, a constant current image of the same spot shows the STM contrast between Ag
and Pt. At 340 K the Ag adatoms impinging on the surface can rapidly migrate to step
sites where they start diffusing along the Pt step edges. With increasing Ag coverage
they will meet other Ag atoms and accommodate in stable 1D aggregates. Similarly
to the process of 2D island formation on flat surfaces [57], the length of the stable 1D
nucleus will generally depend on the sample temperature and on the deposition rate.
Eventually the incomplete atomic rows coalesce and form a continuous row along the
Pt step edge as shown in Fig. 2.8. From images like Fig. 2.8 taken at 7" > 300 K we
note further that the first Ag row wets the Pt step in a perfect pseudomorphic way.
This means that the Ag wire is a true 1D structure whose length is ultimately limited
by the kink density of the substrate. Therefore the sample miscut determines not only

the average separation between the wires but also their longitudinal coherence.

Ag wire growth vs T

In order to characterize the growth scenario, we have conducted a systematic study
of the wire formation vs substrate temperature. This is most easily done by TEAS
measurements at grazing incidence which provide information on the order and size dis-
tribution of the adwires. Figure 2.9 shows TEAS curves recorded at #; = 85° during
sub-monolayer Ag deposition at different temperatures. As discussed in Sec. 1.1, the
peak at ~ 0.13 ML corresponds to the completion of the first Ag row. The temperature
evolution of this peak shows that monatomic row growth occurs for 150 K < 7" < 550 K.
Although this result depends on the particular system under examination, it shows
that step decoration can be exploited to obtain monatomic wires for a wide range of
temperatures. However, even in the allowed temperature range, the ”quality” of the

monatomic wires can vary and the growth scenario for ©,, > 0.13 ML might change
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Figure 2.7: 0z/0z image of the row formation process at 7' = 340 K. Step-down direction
is from right to left, one of the Pt step edges is marked by a dotted line. Two Ag 1D
aggregates (indicated by the arrows) are attached to the lower step edges. ©5, = 0.03 ML,
F=3x10"3ML/s, I = 4.6 nA, V =6 mV. Inset: constant current detail showing the STM
contrast between Ag and Pt.
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Figure 2.8: 0z/0x image of single monatomic Ag wires decorating the Pt step edges. Ag is
distinguishable from Pt because of its larger apparent height as shown in the constant current
line scan at the bottom and by the luminosity contrast along the steps. ©5, = 0.13 ML,
F=3x103ML/s, T =400 K, I =2.85 nA, V =5 mV
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as well. The dependence of row growth on the deposition rate F' has been investi-
gated at 300 K: He curves measured for 3 x 107* ML/s < F < 2 x 1072 ML/s do
not show any marked difference, although we cannot exclude a different low tempera-
ture behavior. In the following, Ag growth is analyzed starting from low temperature.

On Pt(111) single Ag adatoms are mo-

bile above 50 K; Ag dimers on the same

surface are immobile and stable up to

700 K 110 K [75].  Therefore for 50 K <

650 K T < 110 K Ag adatoms can diffuse on the

terrace until they meet a second adatom

T, and form a stable dimer without attach-

550 K ing to a step. On the other hand, be-

cause the terrace width of Pt(997) is

< 450 K small compared to the mean free path
= of Ag adatoms at 110 K (=~ 100 A as
350 K inferred by the mean island density mea-

300 K sured by Brune et al. in Ref. [75]), most

M W adatoms can migrate to step sites even

at lower temperatures. But step attach-

200 K ment is not the only necessary condition

to form a 1D wire. At 7" < 150 K Ag

150 K adatoms do not have enough thermal en-

ergy to accommodate into the minimum

120K energy configuration which is the pseu-

50 02 04 08 08 To domorphic decoration of a Pt step: they

Ag Coverage (ML) migrate to a step but stick to the first

site of contact. Thus, the wire formation
Figure 2.9: TEAS intensity during deposition . .= | .
] is kinetically hindered by slow edge- and
of Ag at different temperatures; 0; = 6y = 85°,

~diffusi . Fi 2.10
Ae = LOL A, F = 3x 1073 ML/s for all curves. o Ot PHOCESSES. - HIGULE

The sequence shows the temperature evolution shows such a situation following deposi-

of the peak at ~ 0.13—0.17 ML that corresponds
to the formation of the first Ag row.

tion at 120 K, where Ag islands grow at-
tached to the step edges with an irregular

contour.

We now proceed to examine row growth in the temperature range: 150 K <
T < 550 K. As we demonstrated in Sect. 2.2, Fig. 2.7 and Fig. 2.8, row growth proceeds

via incorporation of adatoms in 1D stable nuclei attached to the step edges. Perfect row
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Figure 2.10: STM constant current Figure 2.11: Coverage vs deposition tempera-
image taken after deposition of 0.5 ML ture corresponding to the first He reflectivity
of Ag at 120 K, F = 3 x 1073 ML/s, maximum in Fig. 2.9 for Ag, Fig. 2.18 in Sect. 2.3
I=11nA, V=0.1V. for Cu, and Fig. 2.20 in Sect. 2.4 for Co. The cov-

erage is calibrated with the procedure outlined in

Sec. 1.1 at 300 K. Inset: edge diffusion processes.

growth implies that all Ag atoms migrating to the steps are incorporated in the growing
row. However, a plot of the coverage corresponding to the first row peak (Fig. 2.9)
vs deposition temperature shows that this occurs only for 7" > 250 K as coincidence
with the nominal monatomic row coverage of 0.125 ML is attained (see Fig. 2.11). This
implies that at 17" < 250 K the Ag-Ag edge and corner trapping diffusion barriers are
still effective in preventing Ag adatoms that stick to a Ag covered step to migrate to the
bare Pt step sites. The rate-limiting processes for wire smoothing are most likely kink
breakup, corner breakup and corner crossing of Ag atoms attached to Ag decorated
steps (indicated by K, C,, and C, respectively in the inset in Fig. 2.11). Density-
functional calculations for the Al/Al(111) system have indeed shown kink and corner
breakup as well as corner crossing to have the highest barriers among low-symmetry
diffusion processes [76]. The above can be considered to be relevant in the general case
for wire formation as the same trend is observed for Cu although with a lower temper-
ature threshold. Another way to rearrange 2D islands attached to the step edges into
a perfect row is adatom 2D evaporation from the step to the terrace and subsequent
recondensation. Evaporation of Ag atoms from 2D Ag islands on Pt(111) has been
shown to set in with temperatures exceeding 110 K [54] and to lead to a dense 2D gas

phase of Ag adatoms on large terraces at 7' > 300 K [77]. We conclude that in terms of
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Figure 2.12: (a) Ag row occupation on Pt(997) vs coverage determined within the KMC
simulation at 300 K for an atom flux equal to 10~3 ML/s. Rows are numbered from left to
right. (b) Ag coverage vs temperature leading to the first row completion. The error bars

characterize the uncertainty of the statistical distribution of adatoms (Adapted from Ref. [78]).

1D character the most regular Ag monatomic wires are grown above 250 K, as shown
in Fig 2.8.

Using the semiempirical potentials mentioned in the introduction to describe the Pt-
Ag and Ag-Ag interactions, F. Picaud et al. [78] have performed Kinetic Monte Carlo
simulations to model the kinetics of the row growth process. The observed growth
dependence on temperature, coverage, and deposition flux is successfully interpreted by
the calculations, whose results are shown in Fig 2.12(a) and (b). The small deviations

from the experimental parameters are discussed in Ref. [78].

Increasing the temperature to obtain smooth wires has its limits. Although Ag has
a higher surface free energy than Pt, intermixing confined to the topmost layer of the
surface occurs for 77 > 600 K [49]. As shown by Roder et al. in Ref. [49], diffusion
of Ag into the first Pt layer proceeds via the step edges; roughening of the Ag-Pt
interface at the step edges increases the defect density seen by TEAS. Accordingly, the
first row peak in Fig. 2.9 gradually decreases in intensity and finally disappears as the
temperature rises to more than 600 K. The upper limit for wire growth is evidently
determined by the surface alloying temperature of the system. One must be careful,
though, that intermixing at step edges might be effective even before that alloying
takes place homogeneously on the terraces. In Sect. 2.2 we will see that it might also
be desirable to stay far below the alloying temperature to maintain the wire pattern

uniformity by avoiding diffusion of adatoms across different terraces.
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Figure 2.13: (a) Constant current image of 0.5 ML Ag deposited at T' = 230 K, F = 3 x
1073 ML/s, I = 1.3 nA, V = 0.1 V; the inset shows the Ag edges in more detail. A tip
broadening effect enlarges the apparent width of the Ag stripes. (b) Constant current image
of 0.85 ML Ag deposited at T =230 K, F =3 x 1072 ML/s, I = 5.3 nA, V = —7 mV; the Ag

edges are rough compared to the inset in (a).

Ag wire growth vs coverage

As the coverage increases to more than a single monatomic wire per terrace, Ag can
either grow row-by-row or form rough stripes, corresponding to a Stranski-Krastanov
growth mode in 1D. The latter growth mode has been observed, e.g., by Mo and Himpsel
for Cu on a stepped W(110) surface [79]. We find that, up to 0.5-0.7 ML, the Ag
stripes, although not perfectly continuos, have smooth edges [see Fig. 2.13(a)], but that
for higher coverages the Ag edge becomes rough, as already mentioned in Sec. 1.1. The
roughening of the Ag edge is evident from the comparison of Fig. 2.13(a) and Fig.2.13(b)
taken after deposition of 0.5 and 0.85 ML Ag, respectively, at 230 K. We point out the
analogy between Ag growth on Pt(111) and on Pt(997): on Pt(111) a transition from
2D layer-by-layer growth to 3D growth is observed above a critical coverage [74]; on
Pt(997) we observe a transition from 1D row-by-row growth to rough 2D growth above
0.5 ML.

Roughening of the Ag edge can either be of kinetic or of thermodynamic origin. In
the first case the process that limits the reshaping of the rough Ag stripe into a smooth
one might be the progressive closing of diffusion channels as the stripe edge approaches
the lower terrace. Ag adatoms on the upper terrace are confronted to a strong repulsive
barrier from the the Pt-Ag heterostep (see inset in Fig. 1.11 in Sec. 1.1) [74]. Such
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a repulsion can enhance diffusion barriers along the stripe edge and limit rearrange-
ment by evaporation and recondensation. Moreover, the diffusion barriers along the Ag
stripes and across the stripe corners might become larger due to an increasing outward
relaxation of the stripe edge atoms caused by the strain accumulated as the Ag stripes
grow wider. Since diffusion is generally slower along {111} than along {100} faceted
steps [76,80,81] we expect Ag stripes grown on Pt(779) to remain smooth up to higher
coverages with respect to the stripes grown on Pt(997). Preliminary measurements
indicate that this is indeed the case for Ag/Pt(779 (see Fig. 1.11(b)).
Thermodynamics could also play a role in the observed roughening near monolayer
completion. The minimization of the misfit strain energy between the Pt substrate and
the Ag adlayer might lead to the formation of irregular structures where Ag atoms are
less compressed compared to straight stripes. At present we have no means to rule
out kinetic vs thermodynamic arguments; the persistence of rough growth up to 430 K
implies large rearrangement barriers if the state of the system is determined by kinetic

limitations.

Periodic patterns of Ag wires

Besides the 1D character of wires grown by step decoration, their uniformity and
their spatial distribution on the surface are other important issues. This is espe-
cially true if one wants to prepare samples for investigation by integral probes such
as in, e.g., photoemission or photoabsorption spectroscopy experiments. It is clear
that the average spacing (or density) of the wires is determined by the miscut an-
gle and that the width of the spacing distribution is determined by the accuracy
and the homogeneity of the miscut. The same is true for the wire thickness, how-
ever, only when the adlayer coverage on each terrace is proportional to the terrace

2 Assuming that our substrate is

width, i.e. in the absence of interlayer diffusion.
ideal, in order to grow uniform wires of the same (average) thickness we have to
work at substrate temperatures that do not allow the Ag
(9 atoms to cross neither the bare Pt steps nor the Ag decorated

" ones (heterostep crossing, see Fig. 2.14).
The temperature at which interlayer diffusion becomes
Figure 2.14: Heterostep significant can be determined by TEAS. As discussed in
crossing. Sec. 1.1, the TEAS measurements taken at ¢; = 0y = 83°

show a peak at ~ 0.5 ML coverage that is due to terrace

2Interlayer diffusion is defined here as the diffusion of adatoms across adjacent terraces.
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Figure 2.15: 0z/0z image taken after Figure 2.16: Diffraction pattern of 20 ML Ag
deposition of 5 ML Ag at T' = 430 K. deposited on Pt(997) at T' = 450 K (solid line)
Faceting results from Ag atoms cross- compared to that of the bare Pt(997) surface
ing the Ag-Pt lateral interface at steps (dotted line). The intensity in the specular di-
causing step bunching. Note that the rection is due to facetting of the Ag adlayers.
Ag facets are not wider than ~ 80 A. Both curves are arbitrarily normalized to the
I=1nAV =062V. n = —3 peak. During the scan 6; = 58.0° is
kept fixed, while 6 varies; Ay = 1.01 A.

confinement of adatoms (see Fig. 1.11 in Sec. 1.1). The intensity of this peak in the Ag
case decreases for 7' > 400 K, indicating that Ag adatoms eventually acquire enough
thermal energy to overcome the heterostep barriers. The analysis of the STM topo-
graph shown in Fig. 2.15 and the TEAS data in Fig. 2.16 confirm this conclusion. At
coverages larger than 1 ML, Ag atoms diffusing across adjacent terraces can give rise to
step bunching and faceting. Since the formation of (111) facets disrupts the periodicity
of the surface, the diffraction pattern of the reflected He beam is also modified with
respect to that of a vicinal (997) surface. In particular, Fig. 2.16 shows the comparison
between a spectrum taken after deposition of 20 ML Ag at 450 K (solid line) and one
of the clean Pt(997) surface (dotted line). At non-grazing angles of incidence, specular
reflection arises from the scattering of He atoms by flat (111) facets; the clean Pt(997)
diffraction spectrum includes only the n # 0 diffraction orders, the signature of the

periodic structure of the surface.

If we define the threshold temperature at which heterostep crossing becomes active

as the temperature where crossing takes place once per second, we can estimate the
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diffusion barrier Ej, for this process as
Eh =In (1/0) kB T (21)

where kp is the Boltzmann constant and vy is the usual prefactor. By taking vy = 6x10'?
as in Ref. [76], and T = 400 K we calculate Ej, to be 0.9 eV for diffusion of Ag atoms
across Pt-Ag step boundaries. We note that even higher temperatures for crossing the
Pt-Ag border are required on Pt(111), where the large barrier for heterostep crossing
has been attributed to the binding energy difference of Ag/Pt(111) with respect to
Ag/1 ML Ag/Pt(111) and to compressive strain in the Ag layer [74].

From the results presented in this section we conclude that the optimal temperature

range for patterning Pt(997) with Ag nanowire arrays is between 250 K and 400 K.
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2.3 Cu

Cu growth on Pt(997) is first compared to the flat (111) surface and subsequently ana-
lyzed in terms of the wire growth. The growth of Cu on Pt vicinal substrates appears
to be quite different with respect to the (111) surface. Holst et al. reported in a TEAS-
STM study of Cu on Pt(111) [82] no oscillations in the He scattering reflectivity during
growth at 340 K. They attributed the oscillation damping to incomplete coalescence of
the first layer Cu islands and to the formation of a dislocation network at © o,= 2 ML. On
Pt(997), in contrast, we found oscillations in the deposition curves at least up to 4 ML in
the same temperature range, with damping occurring only for ©,> 2 ML. Figure 2.17
shows the He intensity during Cu deposition at 350 K: the first maximum corresponds to
the formation of the first Cu row at 0.13 ML. This is confirmed by the grazing incidence
curves in Fig. 2.18 which show the first row peak as a function of growth tempera-
ture. The reason why the first row formation gives rise to an intensity maximum in the
non-grazing geometry, in contrast to the Ag case, is probably due to a bending of the
He-surface scattering potential near the step edges induced by Cu atoms. The second
maximum in Fig. 2.17 corresponds to the monolayer completion and serves as a coverage
calibration for the deposition curves. Its intensity is larger than the bare Pt signal (1)
because the higher Debye temperature of (bulk) Cu with respect to Pt enhances the elas-
tic scattering from the surface layer. Damping of the monolayer oscillations occurs only

after deposition of the second layer, suggesting that the first Cu layer is complete and
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Figure 2.17: TEAS normalized intensity of the n = —3 peak during deposition of Cu. The
second maximum reflects the completion of the first Cu adlayer and is used to calibrate the
deposition rate for the curves reported in Fig.2.18. Age = 1.01 A, F =1.7 x 1073 ML/s.
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pseudomorphic with respect to the substrate. The better layer-by-layer growth mode on
Pt(997) with respect to the (111) surface is related to its very short terrace width that
renders second layer nucleation less likely. Also the formation of the (13 x13) fce-hep dis-
location network observed for © ¢,= 2 ML on Pt(111) [82,83] is presumably suppressed
on Pt(997), explaining the persistance of the oscillations in the He curves for © ¢, > 1 ML.

From the analysis of the grazing inci-

dence curves taken during Cu deposition
600 K we see that row growth occurs down to
T = 120 K and presumably even at lower
temperatures. However, at T" = 120 K
the first row peak in Fig. 2.18 is broad
S00K and centered around 0.18 ML, indicat-
400 K ing slow edge diffusion. In the case of
Cu, the transition to smooth row growth
350 K happens between 150 K and 200 K (see

s also Fig. 2.11), i.e. at lower temperature
N 300 K

than for Ag. On the other hand, Cu row

250K growth seems to degrade earlier than in

the Ag case. The intensity of the first

200K row peak normalized to the bare Pt sig-

nal is already considerably diminished at

150 K 350 K with respect to the low temper-

ature value, while it is constant up to
120 K 500 K in the Ag case. The reduced row
reflectivity is attributed to Cu-Pt mixing

N PEEPEEE PR BRI B R
0.0 0.2 0.4 0.6 0.8 1.0 . _
Cu Coverage (ML) at the step interface. Dynamic work func-
tion measurements indicate the onset of

Figure 2.18: TEAS intensity during deposition intermixing between Cu and Pt(111) at
of Cu at different temperatures; 6; = 0y = 83°,
Age =101 A, F = 1.7 x 1073 ML/s. The peak

at ~ 0.13 — 0.18 ML corresponds to the forma-

500 K. [84] Since intermixing is favored
at step sites, it is likely to set in earlier

on Pt(997). At T' = 600 K the row peak

disappears completely; Cu deposition re-

tion of the first Cu monatomic row.
sults in alloy structures, in agreement with experiments on Cu/Pt(111). [84]

For 0; = 83° (Fig. 2.18) the 0.5 ML peak is clearly visible below 200 K. As in Sec. 2.2,
we attribute the suppression of this peak at 7" > 200 K to the onset of heterostep crossing

by Cu atoms. Therefore Cu seems to be more mobile on Pt than Ag, in terms of both
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edge and interlayer diffusion. Assuming the same prefactor as in the Ag case and taking
T = 200 K in eq. (2.1), the diffusion barrier across the Pt-Cu boundary at steps is
estimated to be ~ 0.5 eV.
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2.4 Co

The possibility of growing monatomic wires of Co is extremely interesting to address
the question of magnetism in 1D structures. The step decoration method, although
it creates supported wires which are not completely decoupled from the substrate, is
particularly useful since it allows a continuum of choices from the monatomic limit
to larger structures. The growth of Co chains of monatomic and multi-atomic width
is reported in Secs. 2.4 and 2.4, respectively. In Sec. 2.4 we discuss the Co-Pt inter-
face corresponding to 1 ML Co coverage. Although a lot of interest has been dedi-
cated to thin Co/Pt layered structures due to the pronounced perpendicular magnetic
anisotropy that makes this system a good candidate for high-density magneto-optical
devices [85-89], relatively few studies [90-92] reported an atomic-scale analysis of the
Co-Pt interface. Details of the interface atomic structure, such as strained layers,
stacking faults, steps and intermixing can give sizable contributions to the magnetic
anisotropy, favoring or inhibiting its perpendicular component [85, 87,89, 91,93-97];
given that the separation of such contributions is still controversial, it would be

useful to measure anisotropy-related quantities on well defined Co/Pt interfaces

B, =52.8% 8,=40.1°

v,

0,=6,=83.0°

00 05 10 15 20 25 30
Co coverage (ML)

Figure 2.19: Normalized TEAS intensity during deposition of Co at ¢; = 52.8°, 0 = 40.1°
(top) and 6; = 07 = 83.0° (bottom). The He beam wavelength Ape is 1.03 A, the deposition
rate is 1.6 x 1073 MLs~! for both curves. The upper curve is recorded at 7" = 250 K while
the lower one is recorded at 7' = 300 K.
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whose differences are well known, such as Co on flat and vicinal Pt(111) surfaces.

W

v,

0.0 0.2 04 0.6 0.8 1.0
Co coverage (ML)

Figure 2.20: TEAS intensity in grazing inci-
dence conditions during Co deposition at differ-
ent temperatures; 6; = 6y = 83°, Age = 1.01 A
The first peak around 0.13-0.20 ML corresponds
to the monatomic decoration of the Pt steps
by Co atoms. The deposition rate is between
1.6 x 1073 and 4.2 x 1072 MLs ™! for all curves.

In order to characterize the Co/Pt inter-
face on a stepped substrate we have inves-
tigated the monolayer structure by STM
and TEAS. As expected from the strong
lattice mismatch and from the negative
intermixing enthalpy between Pt and Co,
the monolayer film reveals a partially dis-
located structure with a small degree of
alloying even below room temperature
(RT). The work presented here consti-
tutes to our knowledge the first study of
Co nucleation on a densely stepped Pt
surface. Also no data exist in the litera-

ture for Co deposition on Pt below RT.

As shown in a previous STM
study [90], Co on Pt(111) nucleates in a
spatially homogeneous way at RT and it
grows in a quasi-layer-by-layer mode up
to 3 ML. After 3 ML, three-dimensional
growth with hcp stacking sets in. A
number of depressions are observed in
the first Co layer that are attributed
to non-specified misfit dislocations. For
T > 300 K Co induces a reconstruction
of the Pt(111) surface in the form of Pt
fcc and hep domains. The reconstruction
has been attributed to Co atoms incor-
porated in the first Pt layer by a strain-
relief process. Post-deposition nucleation
of dendritic islands removes the Pt recon-

struction. A recent STM study suggests

that the dendrites mainly consists of Pt atoms that have been replaced in the under-

neath layer by Co atoms [92]. Surface X-ray diffraction measurements [91] confirm that

Co grows quasi-layer-by-layer in the first layers, but, contrary to Ref. [90], suggest that

Co grows with its own lattice spacing already from the first layer at RT. On Pt(997),
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on the other hand, our measurements clearly show that up to 7" ~ 350 K Co grows in
a strained fashion forming domains with the lattice spacing of the underlying Pt layer.
These domains are separated by two different kinds of dislocations in the form of hep-fec

stacking faults and of what we attribute to Co inclusions in the Pt layer.

Growth of Co monatomic chains

Fig. 2.19 shows two TEAS curves for Co deposition on Pt(997) at §;, = 52.8°, 6y = 40.1°
(top) and 6, = 6y = 83.0° (bottom). The upper curve has two maxima which we
attribute to the completion of the first and second Co monolayer, respectively. As we
have done for Ag and Cu we use the first maximum to calibrate the coverage scale. This
calibration yields a coverage of 0.13 ML for the first peak in the grazing incidence curve
(bottom), as expected for a single monatomic row decorating each step of the Pt(997)
surface.

To determine the influence of growth kinetics on Co row formation, a series of
TEAS deposition curves was recorded at grazing incidence for different temperatures
(Fig. 2.20). We note that no influence of the deposition rate on the growth-mode was
observed for rates between 3 x 107* MLs ! and 6 x 1073 MLs ! at 7' = 250 K. By
following the temperature evolution of the intensity maximum around 0.13-0.20 ML in
Fig. 2.20, we observe that the first Co row decorates the Pt steps between 150 and 500 K.
However, as discussed in Sec. 2.2, the formation of a true one-dimensional atomic chain
cannot be inferred by the sole presence of this intensity maximum. At 150 K the first
row peak is quite broad and centered at 0.2 ML. As in the case of Ag and Cu at 120 K
(Secs. 2.2 and 2.3) we conclude that the growth mode is rough because of kinetically
inhibited edge-smoothening. Rough growth implies that the adatoms attaching to Co
already decorating the Pt step edges are not mobile enough to migrate to the remaining
bare Pt sites. To find the threshold at which smooth row growth occurs, we have plotted
in Fig. 2.11 the coverage corresponding to the first intensity maximum in Fig. 2.20 vs
substrate temperature; one can see that only for 7" > 250 K the first peak corresponds
to the monatomic row nominal coverage of 0.13 ML which is expected for fast diffusion
of the Co adatoms.

The STM image in Fig 2.21, taken after deposition of 0.07 ML Co at 250 K, shows
atomically-resolved Co monatomic chains decorating the Pt step edges. Co rows grow
on the lower step edge side, as in most cases of step decoration in metal systems [66,67,
70,98,99], but contrary to Fe on Cu(111) [100]. A few protrusions can also be seen on
the Pt terraces in Fig 2.21; we suggest that these protrusions, that are ~ 0.3 A higher

than the surrounding Pt atoms, represent small inclusions of Co in the Pt layer. At
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10 A

Figure 2.21: 0z/0x image taken after deposition of 0.07 ML Co at 250 K. Atomically-resolved
Co chains decorate the step edges. Step down direction is from right to left. The protrusions

on the terraces might be due to Co atoms incorporated in the Pt layer. I = 1.0 nA, V =0.1 V.

present, however, we cannot definitively assign these features to Co atoms embedded
in the Pt layer as our Auger sensitivity to contaminants is ~ 1% of a ML, close to the
observed coverage of such features. Further support for moderate intermixing between
Co and Pt at low temperature will be given in Sec. 2.4.

In the high temperature range, step decoration is limited by the onset of alloying
between Co and Pt. X-ray diffraction and LEED studies [91,101, 102] of Co films on
Pt(111) have shown that alloying sets in at 550 K. In agreement with these measurements
we do not observe step decoration at 600 K (see Fig. 2.20) and the ratio between the

Co and Pt Auger peak intensities decreases accordingly.

Growth of Co stripes

We now describe Co growth beyond the monatomic chain limit. Particular attention is
paid to those growth conditions that allow to prepare samples with uniformly spaced
arrays of regular Co stripes. The fabrication of stripes with regular smooth edges is
important in order to address the transition from 1D to 2D behavior in, e.g., magnetism
studies without dealing with geometrically complex growth patterns. Although raising
the substrate temperature might be effective in smoothening the Co stripes, one has
to take care that the Co atoms remain confined to their adsorption terraces. Only in
this case, in fact, the periodic arrangement of the substrate will be preserved and the

average width of the Co stripes can be taken to be w©¢, £ 00, where w is the average



50 CHAPTER 2. 1D NANOWIRES

terrace width, o the standard deviation of the terrace width distribution, and O, is

the Co coverage.

We start from the analysis of Fig. 2.20 for ©¢,> 0.13 ML. As discussed in Sec. 1.1,
the desynchronization of the row growth on terraces having different widths suppresses
the reflection maxima due to chain formation apart from the first one. The second
maximum centered at ~ 0.5 — 0.6 ML, due to terrace confinement of Co atoms (see
Sec. 1.1), indicates however that regular structures form parallel to the step edges. For
T < 200 K edge diffusion is too slow to allow rearrangement of the Co adatoms in
regular stripes and no half-monolayer peak is observed in Fig. 2.20. Deposition in this
temperature range is likely to produce connected Co islands with irregular triangular
shapes attached to the Pt steps as has been observed by STM for the Ag/Pt(997)
system at 7" = 120 K (Sec. 2.2). In agreement with our results, Rusponi et al., in
a yet unpublished STM study of Co nucleation on Pt(111) [103], have found that Co
islands grow randomly ramified at 7' = 130 K and that the mobility-driven transition to
compact-shaped clusters starts between 160 and 200 K. As the substrate temperature
increases, smoothening occurs and we assist to the formation of regular parallel stripes.
Figure 2.22(a) is an STM image recorded after deposition of 0.6 ML Co showing that Co
growth at 7" = 250 K conserves the original step pattern, forming regular stripes that

run parallel to the Pt steps. Note that, depending on the tunneling parameters and tip

50A X(A)

Figure 2.22: (a) STM 0z/0x image of 0.6 ML Co deposited at T = 250 K; step down direction
is from right to left; I = 1.0 nA, V = 0.1 V. (b) Detail of two adjacent terraces, I = 4.0 nA,
V =1 mV; the drawing shows the corresponding vertical cross section. (c) Line scan showing

the height difference between Co and Pt.
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50 A

Figure 2.23: 0z/0z image of 0.6 ML Co deposited at 7' = 385 K. Formation of double layer
Coislands. I =1.0nA, V =0.1 V.

conditions, Co can be imaged a few tenths of A higher or lower than Pt [90,92,103]; in
the present work the Co layer is found to be in most cases 0.2-0.4 A higher than Pt as
in (b). Due to the finite tip size, atoms on the lower step edge side are often distorted
or not imaged at all; this effect is evident in the line scan reported in (c), where the

rising edge extends itself over more than one lattice spacing.

The half monolayer peak in Fig. 2.20 suddenly disappears between 290 and 300 K.
Such a net transition has a counterpart in the Co growth mode. Co adatoms at
T > 300 K have enough thermal energy to cross the Pt-Co boundary at steps, thereby
disrupting the high step periodicity that is the origin of the half monolayer peak.
Fig. 2.23 shows such an effect following 0.6 ML Co deposition at 385 K. Irregular step
bunching is also observed indicating that Co tends to form bilayer islands. The temper-
ature at which Co atoms can cross over the Co-Pt lateral interface at steps gives us an
estimate for the diffusion barrier of such a process. By taking vy = 10 and T' = 300 K
in Eq. 2.1, we estimate Ej, to be of the order of 0.7 eV.

In contrast to the deposition of Co on Pt(111) [90,92,103], we do not observe the
formation of dendrite-like islands above 300 K; reconstruction and exchange processes
between Co and Pt are nonetheless not excluded and will be discussed in Sec. 2.4. The

fabrication of periodic arrays of Co regular stripes is limited at low temperature by
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Figure 2.24: 0z/0z image of 1 ML Co deposited at 7' = 250 K; I = 1.0 nA, V =8 mV. Two
different dislocated domains (a) and (b) [see the corresponding line scans at the bottom] are

clearly visible.

slow diffusion processes and at high temperature by the migration of Co atoms across

adjacent terraces, a process which is active already at 300 K.

1 ML Co

When a complete Co layer is formed, dislocations develop on part of the surface; this is
evident already at 250 K. The dislocation pattern consists of fcc-hep stacking-faults that
run parallel to the step edges [(a) in Fig. 2.24] and of triangular shaped structures whose
arms intersect the steps at an angle of £60° [(b) in Fig. 2.24]. Since the dislocations do
not form an ordered superstructure they do not give rise to additional diffraction peaks
in the He spectrum, contributing only in lowering the reflectivity of the Co monolayer.
The arrow in Fig. 2.24 evidences the transition between fcc and hep domains along
the dislocation (a). The formation of stacking-faults is attributed to a strain-relief
mechanism arising from the 9.7 % lattice mismatch between Co and Pt. However, in

terms of strain relief one would expect the domain boundaries to be perpendicular to the
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steps because strain is supposedly higher along atomic rows running parallel to the step
edges than along the short perpendicular ones. The formation of domain boundaries
parallel to the step edges can be attributed to the presence of a lateral interface between
Pt and Co. Since Pt-Co heterobonds are stronger than Co-Co bonds at the step edges
(see chapter 3), the first Co row is probably shifted towards the Pt step with respect to
an ideal pseudomorphic overlayer; as a result of this shift the amount of strain in the
direction perpendicular to the substrate steps can be increased in a considerable way

and give rise to dislocations.

The analysis of the triangular structures (b) is not conclusive. Recent tight-binding
calculations [104] indicate that the optimal structure of a Co monolayer on Pt(111)
conssists of a superlattice of alternating fcc-hep equilateral triangular regions, separated
by local line defects extending over two contiguous atomic rows. This suggests that the
observed triangular dislocation in Fig. 2.24 is a domain boundary between fcc and hcep
regions. On the other hand, the stacking transition between the exterior and the interior
of the triangle is not as evident as for (a). In alternative, since Co atoms appear higher
in the STM images than Pt atoms (see Fig. 2.22), the positive height difference between
the triangle sides and the rest of the terrace could be attributed to Co atoms on top of

Co incorporated in the Pt underlying layer.

Co incorporation upon deposition at 300 K was reported by Lundgren et al. in
Ref. [92] and low-temperature intermixing has been reported for similar systems such
as Pt/Ni [105, 106]. Supporting evidence (see also Fig. 2.21) for exchange processes
between Co and Pt below RT is given in Fig. 2.25: a Co island on the lowest terrace on
the left has nucleated on top of 1 ML Co at 250 K. Its height difference with respect
to the Co atoms on the adjacent terrace (which preserve the Pt interlayer spacing) is
0.3 A, the same value measured for the protrusions found on the terraces. This suggests
that the protrusions in Fig. 2.25 are actually Co atoms on top of incorporated Co, as

sketched at the bottom.

We now discuss the Co-Co spacing in the monolayer film. He scattering on a vicinal
surface, in addition to the diffraction peaks due to the step periodic structure, gives rise
to a modulation of the diffracted beam due to the atomic corrugation of each terrace
(Sec. 1.1, Fig. 1.5). Knowing the He beam wavelength, the angular position of the
maximum of the modulating envelope allows us to determine the lateral lattice constant
of the topmost layer of the surface. The dotted line in Fig. 2.26 shows the n = 6
diffraction peak (Eq. 1.2) in coincidence with the maximum of the envelope function
due to the Pt atomic corrugation. From its position we calculate (Eq. 1.6) a spacing

between neighboring atomic rows running along the [110] direction (parallel to the steps)
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Figure 2.25: Image of 1 ML Co taken at 7" = 250 K; I = 6.0 nA, V =4 mV. A Co island
nucleating on top of the first Co layer is visible attached to the middle step. The height of the
Co island is the same as that of the protrusions on the terrace, suggesting that the latters result
from Co atoms incorporated in the Pt substrate, as depicted in the drawing. The horizontal

lines in the lower half of the STM image are due to a tip instability.
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Figure 2.26: First-order Bragg peak relative to the terrace atomic structure measured for
clean Pt at 400 K (dotted line) and 1 ML Co at 250 K (solid line). The incidence angle
is kept fixed while the reflection angle is varied. The Bragg incidence and reflection angles
corresponding to the peak are 34.8° and 79.0°, respectively, measured with respect to the (111)
direction; Ape = 0.98 A.
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fast edge diffusion

Figure 2.27: Diagram representing different Co growth modes on Pt(997) as a function of
the substrate temperature. Although the temperature scale refers to the Co/Pt(997) system,

this description applies to other metals such as, e.g., Ag and Cu.

of 2.3940.05 A, which is very close to the theoretical value of 2.40 A. The thin solid line
is a spectrum recorded after deposition of 1 ML Co at 250 K. If the Co lattice spacing
did not coincide with the Pt one, the modulating envelope would shift and the peak
shown in Fig. 2.26 would be quenched. The presence of the peak after Co deposition is
an indication that at least part of the Co layer is in registry with the Pt substrate (the
observed increase in intensity is due to temperature effects and to the larger corrugation
of the He-Co potential with respect to the He-Pt one). We conclude that large portions
of the first Co layer at this temperature have the same lattice spacing as the Pt substrate,
in agreement with the calculation for the Co/Pt(111) system reported in Ref. [104].

In conclusion, we have found that the decoration of the Pt steps by Co atoms takes
place in a wide range of temperatures: from 150 to 500 K, when alloying sets in. How-
ever, for 7' < 250 K slow edge-diffusion limits the smoothening of the Co chains. At
300 K Co atoms have enough thermal energy to cross the Co-Pt lateral interface at the
steps thereby allowing the formation of double layer Co stripes and the breaking of the
original periodic step patterns. The temperature window for the growth of a regular
periodic pattern of Co wires is therefore limited to a narrow interval between 250 and
300 K when edge diffusion is fast enough to have perfect row-by-row growth and in-
terlayer crossing is still inhibited. These results are summarized in Fig. 2.27. There is
some evidence for Co incorporation (the order of 0.01-0.02 ML) into the Pt top-layer al-
ready at 250 K. At monolayer completion strain causes the formation of stacking faults
at 250 K; most of the Co layer is however in registry with the Pt substrate at this

temperature. Heating above 300 K results in the formation of bilayer Co islands.
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2.5 Ni

Having gone through the preceding paragraphs, one might think that growing 1D struc-
tures by step decoration is a viable process for any combination of substrate and de-
posited materials. It is not so, as the Ni/Pt(997) case demonstrates. Intermixing be-
tween Ni and Pt takes place in the topmost surface layer already at 150 K. The adislands
at this temperature have a rough 2D character and substantial alloying occurs at the
step edges, as shown in Fig. 2.28(a). It is therefore not possible to find a temperature
range where adatom diffusion is fast enough to lead to row-by-row growth prior to alloy-
ing. Ni, as Co, is highly miscible with Pt in the bulk; in the Co case, however, Co films
on Pt are kinetically stabilized because the activation energy needed for interdiffusion
is relatively high. Exchange processes between Ni and Pt, on the other hand, seem to
have a very low energy threshold. Field-ion-microscope observations have shown that Pt
atoms exchange with Ni already at 105 K on a Ni(110) surface overcoming an activation
barrier of 0.28 eV [105,107].

Intermixing proceeds mainly via the substrate steps: at 150 and 200 K most Ni atoms
are imaged as protrusions along the step edges and only a few protrusions are visible
on the terraces [Fig. 2.28(a) and (b)]. The line scan reported in Fig. 2.29 shows that
the periodicity of the Ni atoms at the step edges is 5.5 A, i.e., two Pt lattice constants.
We have therefore a one-dimensional alloyed phase of alternated Pt and Ni atoms at
the step edges. The existence of such an ordered phase might be considered as the 1D
analogue of the NiPt; alloyed phase in the bulk, where Ni atoms do not have Ni nearest
neighbors. Given the presence of the Pt surface layer, however, the Ni/Pt ratio is not

equal to 1:3, but rather to 1:6 (counting only the nearest neighbors). Incorporation

50 A 10A

7=200 K T7=300 K

Figure 2.28: 0.2 ML Ni deposited on Pt(997) at 150 K (a), 200 K (b), 300 K (c). Ni atoms
are imaged as protrusions ~ 0.4 A higher than Pt. Step down direction from right to left.
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Figure 2.29: Detail of Fig. 2.28(b); subtraction of a plane parallel to the (111) terraces (right
image) evidences that Ni atoms (arrows) are imaged as protrusions about 0.4 A higher than

Pt. The line scan evidences the 2 x 1 structure at the step edge.

in terrace sites might occur directly upon impact or as a slow process with respect to
incorporation at step sites. It is also likely that the alloyed steps block further diffusion
into the terraces. A close look at Fig. 2.29 reveals that the adislands decorating the step
edges consist of both Pt and Ni atoms. The arrows in the image at right point two Ni
atoms, both surrounded by Pt: one is part of an island decorating the step, the other
is incorporated in the adjacent terrace. So while Ni atoms are incorprated into the Pt
layer, Pt atoms are probably expelled into the islands that decorate the step edges.

At 300 K the surface is completely alloyed [Fig. 2.28(c)] and Ni atoms seem to form
a 2 x 2 ordered structure. This result is completely at variance with the only study of
Ni growth on Pt(111) found in the literature, a photoelectron diffraction analysis which
concluded that Ni grows layer-by-layer at RT occupying hep sites [108]. The alloyed
phase at 300 K is similar to that observed by STM for Mn on Cu(100) and Cu(111),
where Mn atoms are incorporated in the Cu layer forming a ¢(2x2) and a (v/3x v/3)R30°
ordered superstructure, respectively [109-111]. Ab initio total-energy calculations have
shown that the observed buckling of the Mn atoms in the alloyed phase on Cu(100)
is essentially due to an increase of the Mn local magnetic moment that accompanies
relaxation, i.e. loss of coordination [109,112]. Although Ni atoms have a much smaller
magnetic moment than Mn, a similar explanation for the buckling of Ni atoms observed
in Fig. 2.28(c¢) merits further investigation since it implies a long-range ferromagnetic
or antiferromagnetic order of the alloyed phase. Even more interesting would be the
possibility of studying the magnetic properties of the 1D Ni-Pt alloy observed at the
step edges.
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Chapter 3

Bimetal Wires

Epitaxy of multicomponent metal films is a widely studied subject because of its rele-
vance for technological applications in the areas of catalysis, microelectronics and ma-
terial science [93,113]. Understanding the interplay between heteronuclear metal-metal
bonds, surface geometric structure and overlayer morphology is a prerequisite for fabri-
cating mixed-metal compounds with tailored structural and electronic properties. Inter-
faces between different materials in multicomponent systems constitute a natural test
ground for such investigations. The morphological and elemental composition charac-
teristics of interfaces, defined in terms of roughness and sharpness, respectively, can
critically influence the physical behavior of most low-dimensional systems. Interfaces
between magnetic and non-magnetic materials are of particular interest because of their
influence on the magnetic anisotropy of thin films [94,114-116] and on the electronic
transport properties of multilayered devices [117-120]. Ag/Co superlattices exhibit gi-
ant magnetoresistance properties [121] and bulk immiscibility of the two constituents.
As a consequence they have been the object of numerous studies that investigated the
connection between structure and transport properties [89,119,122]. In order to have
a high magnetoresistance effect and a sizeable current to work with, the most con-
venient superlattice geometry would be a film of contiguous stripes of magnetic and
non-magnetic materials with the current flowing perpendicular to the lateral interfaces
between the stripes. Such a geometry raises growth concerns that have not found a

solution yet.

In this Section we investigate the character of lateral one-dimensional Ag-Co inter-
faces on a stepped Pt substrate. This is rather an interesting and general combination
of elements: Co and Ag are immiscible in the bulk and have different atomic sizes.
While Ag is not miscible in bulk Pt, Co is and therefore we can expect the two elements

to interact in dissimilar ways with Pt. The presence of surface steps makes it possi-
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Figure 3.1: (a) Growth of two ordered rows of different metals on Pt(997). (b) Mixed rows.

ble to investigate the formation of lateral interfaces between the three metals. Linear
monatomic chains of either Ag or Co are obtained by step decoration of the Pt(997)
surface as described in the previous chapter. Subsequent deposition of Co or Ag leads
to the formation of a Ag-Co interface which can be either sharp or disordered depend-
ing on the order of evaporation and on the surface temperature. In particular, we will
show that general surface energy arguments commonly used to explain different growth
modes in thin film epitaxy can be adapted to the 1D case reported here. Finally, our
results are compared with equilibrium energy calculations at 0 K and with a thermody-
namic model of row formation which support the experimental data. The calculations
have been performed by F. Picaud, C. Ramseyer, and C. Girardet in Besancon with the
collaboration of C. Barreteau, D. Spanjaard, and M.C. Desjonqueres in Orsay, France,

and are reported in more detail in Ref. [56].

3.1 Ag/Co wires

We have shown in Sec. 1.1 that by means of TEAS we can control in real-time the step
decoration process for Ag and Co separately. We can now take advantage of this fact to
deposit precisely a monatomic row along the Pt step edges in order to form a true 1D
interface of Co (Ag) atoms. By subsequent deposition of Ag (Co) we can then study
how growth evolves, whether ordered structures will form or intermixing between the
two metals will prevent ordering on the atomic scale. Figure 3.1 depicts the situation
where two different metals form two separated rows (a), and when they intermix forming
a disordered phase (b). Fig. 3.2(a) shows the He reflectivity curves recorded in grazing
incidence conditions during deposition of Ag and Co at 150, 200 and 250 K.! In the
following, this deposition sequence will be referred to as Ag’Co!!. First a single row of
Ag has been deposited on the surface as it is evidenced by the peak at ~ 0.17 ML; then
Ag deposition has been stopped and after a few seconds we have started evaporating

Co. If the Co evaporator shutter is kept close, the He beam intensity remains constant

!Temperatures higher than 250 K have not been investigated to reduce Co/Pt intermixing.
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Figure 3.2: (a) TEAS reflectivity recorded during deposition for the Ag’ Co!! sequence; ; =
0 = 83°. Deposition of Ag is stopped after completion of a monatomic row and Co is
subsequentely evaporated on the surface. (b) Same as (a) for the Co! Ag'! sequence. Ag is
deposited after completion of a Co monatomic row; the formation of ordered stripes is inferred
from the presence of the peak at ~ 0.6 ML at T'= 150 K and T" = 200 K.

after Ag deposition, indicating that no structural changes take place in the Ag row.
The rapid decrease in intensity during Co evaporation shows that the defect density on
the surface augments; at 200 and 250 K we would expect to observe the Co peak at
~ 0.5 ML as in Secs. 1.1 and 2.4 if Ag and Co formed ordered atomic rows parallel
to the Pt step edges.? Since this is not the case we conclude that the Ag-Co overlayer
is disordered. In the Ag/Pt(997) and Co/Pt(997) cases at 7' > 200 K the mobility is
sufficiently high for both Ag and Co atoms to rearrange into regular stripes parallel to
the Pt steps (Secs. 2.2 and 2.4); disorder in the Ag-Co case therefore is not likely to be
due to a roughening of the step edges, but rather to intermixing of the two species, in
agreement with the results of Secs. 3.2 and 3.3. We now discuss the reversed situation
where Co is deposited first, indicated as Co! Ag'! [Fig. 3.2(b)]. We stop deposition at a
coverage corresponding to a monatomic Co row and subsequently start evaporating Ag.
At 150 and 200 K we observe the development of the peak at ~ 0.6 ML, as expected

2The 0.5 ML peak is observed for Co/Pt(997) below 290 K and for Ag/Pt(997) below 400 K.
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from ordered Ag growth on Pt(997). This case is quite different from the previous one
as we have indications of ordered structure formation. Supported by the calculations
reported in Sec. 3.2, we suggest that the most stable configuration is that of the Co
atomic row being in contact with the Pt steps while the Ag rows align themselves at
the Co boundary without considerable intermixing. As the temperature rises, though,
intermixing can occur even in this configuration. The binding energy values calculated
for alloying of Co and Ag (3.82 eV /atom) are in fact close to those of the most stable
Col Ag'l configuration (3.68 eV /atom). Accordingly, at 250 K no peak is observed in
the Cof Ag'! case. Note that in Fig. 3.2(b) Ag deposition has been stopped at around
0.6 ML and further Co has been deposited on the surface. This was done in the hope of
growing an ordered superlattice of alternated Co and Ag rows, a task that turned out

to be unfeasible by the measurements in (a) relative to the Ag!Co!! case.

Surface-confined mixing of Ag and Co has been observed on Ru(0001) [123] and on
Mo(110) [124]. In both cases intermixing has been attributed to a strain-relief mech-
anism which compensates the strain of opposite sign imposed by the substrate on the
two overlayer metals [125]. On Pt(997), as on Ru(0001), Co is under tensile strain while
Ag is under compressive strain; in contrast to Ref. [123,124], however, strain-relief is
unlikely to be at the origin of interdiffusion in our case, at least below 250 K. The
different behaviour of the Co! Ag!! and Ag’Co!! configurations cannot be explained in
terms of strain since mixing would occur in both cases. A qualitative understanding
of our results can be presented in terms of surface and interface energies of Pt, Co
and Ag. It is well known from thin film epitaxy that layer-by-layer growth requires an
adsorbate with a smaller surface energy to be deposited on a substrate with a higher
surface energy, the interface energy being small to avoid intermixing [126]. If the surface
energy of the substrate is smaller than that of the deposited material segregation can
occur. The above argument holds for two dimensional films, but it can be extended to
one-dimensional interfaces. In our case, since Ag that has a smaller surface energy with
respect to Co [127], thermodynamics favours the Cof Ag!! over the Ag’Co'! configu-
ration. Following the analogy with 2D systems, a more detailed analysis can be done
in terms of the first and second derivatives of the surface energy with respect to the
adlayer coverage, as described by Christensen et al. [128]. The first derivative of the
surface energy is the segregation energy, while the second derivative determines the sign
of the interaction between the deposited adatoms in the host matrix. If the segregation
energy is negative the deposited material stays at the surface layer; if it is positive the
deposited material will eventually diffuse into the substrate. Christensen et al. have

calculated these derivatives for all combinations of transition and noble metals consid-
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Figure 3.3: TEAS reflectivity in non-grazing incidence conditions, 0; = 60.5°,0; = 47.2°. (a)
Deposition of 1 ML Ag and subsequentely 1 ML Co at 225 K. (b) Reversed order of Ag and
Co deposition at 200 K.

ering deposition on close-packed flat surfaces. The segregation energy for Co deposition
on Ag results to be 0.33 eV /atom, while Ag deposited on Co yields -1.16 eV /atom [128],
again favouring the Co! Ag!! over the Ag!Co!! configuration. Moreover, the calculated
Co/Pt binding energy is 20 - 30 % larger than the Ag/Pt one, depending on the ad-
sorption site (Table 3.3). In Sec. 2.4 we have suggested that, as a result of the strong
Co-Pt interaction, Co atoms might diffuse in the Pt surface layer in moderate quantities
(0.01-0.02 ML) already at 250 K. The stronger tendency of Co to bind with Pt with
respect to Ag is certainly another factor that makes the C'o! Ag!! configuration the most

stable one. Further discussion of this point is reported in Sec. 3.2.

Comparison between 1D and 2D growth

To stress the analogy between 1D and 2D systems, we have repeated the measurements
reported in Fig. 3.2 for Ag and Co monolayer films. Figure 3.3 shows the reflected
intensity of the He beam recorded during deposition of 1 ML Ag followed by 1 ML Co
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[Fig. 3.3(a)] and deposition of 1 ML Co followed by more than 2 ML Ag [Fig. 3.3(b)] in
non-grazing incidence conditions. The coverage scales have been calibrated separately
for the two metals, as described in Sec. 1.1. In this scattering geometry the He reflectivity
depends on the overall surface (mostly terrace) order. At monolayer completion, in
the case of layer-by-layer growth, the density of diffuse scatterers is at a minimum,
therefore the oscillations in Fig. 3.3 have a period of 1 ML. The relative intensities of
the monolayer peaks depend on the corrugation of the He-overlayer potential, on the
Debye temperature and on the ordering of the overlayer. The first peak in Fig. 3.3(a)
corresponds to the formation of a pseudomorphic Ag single layer on the Pt substrate with
excellent ordering. The following Co monolayer peak is barely visible, and it is a factor
40 less intense compared to the situation where Co is deposited first, suggesting that
the Co-Ag interface is disordered. Reversing the deposition order, we see in Fig. 3.3(b)
that the He-beam intensity during Ag evaporation recovers, at monolayer completion,
the initial 1 ML Co value and even further oscillations can be detected. We conclude
that Ag grows layer-by-layer on the Co film for the first two layers, as it does on the
bare Pt(997) surface [25].

In conclusion, the Cof Ag!! configuration has been shown to be the most stable in
the case of decoration of Pt steps by monatomic Co and Ag rows as well as in the case
of single monolayer films of Co and Ag on Pt. General thermodynamics arguments
commonly applied in the description of thin film epitaxy can therefore be extended, at

least in some cases, to 1D linear interfaces.

3.2 Calculation of the equilibrium structure at 0 K

The experimental observations described above will be analyzed in two steps. The first
is the calculation of the total energy of the system considering only the interactions
between Pt, Ag, and Co atoms, which yields the most stable configuration at 0 K. The
second is the introduction of temperature effects in a mean field Ising model which es-
sentially takes into account the entropy contribution to the free energy of the system.
Kinetic effects have not been considered because it is extremely time-consuming to per-
form Monte-Carlo simulations of metal atom mixtures due to the number of diffusion
processes involved in the calculations. Moreover, since the time interval between suc-
cessive Ag and Co deposition is large compared to that of typical diffusion processes in
the temperature range investigated here, we expect kinetics effect to play only a minor
role.

The potential used to model the interactions between adatoms and between the
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Pt Co Cu Ag
ro (A) | 277 2.51 | 2.55 | 2.89
A (eV) || 2.9135 | 0.2361 | 0.7776 | 1.9994
P 6.9662 | 8.2732 | 5.9935 | 6.2177
e (eV) || 3.9653 | 0.7918 | 1.2952 | 2.5096
q 3.2087 | 1.8493 | 2.4055 | 2.9138
o 0.93365 | 0.8570 | 0.9097 | 0.9518

Table 3.1: Potential parameters of Eq. 3.1 for Pt, Co, Cu, and Ag.

adatoms and the substrate is a N-body semi-empirical potential based on the second
moment approximation in the tight-binding scheme [56,129-138]. It is written as the
sum of site energies E; which are composed of a repulsive pairwise contribution and of
a non-additive attractive part; the potential energy of the i atom in the presence of

its neighbors j in a homogeneous system is given by?

E; = )\Ze_p(%_l) —€ (Z e_Qq(%_l)) , with 7 <. (3.1)
J J

The repulsive (), p) and attractive (¢, ¢, &) parameters are obtained by a least mean
square fit of bulk and surface properties of the crystal, namely the experimental values
of cohesive energy, bulk modulus, shear elastic constants [139], and the surface energies
of low index surfaces [140] ((111), (100) and (110) in cubic crystals). ryis the nearest
neighbor distance between metal atoms and r. corresponds to a cut-off distance. This
distance is taken to be 21y, beyond which all the parameters converge to the infinite
cut-off value. The optimized values of the potential parameters are given in Table 3.1 for
Pt, Co, Ag and Cu. Note that « remains close to unity (o ~ 0.8 — 0.9) for most species,
indicating that the potential in Eq. 3.1 is not far from being pairwise. Nevertheless
it would be an error to assume that metals could be modelled by strictly pairwise
potentials [129].

To generalize Eq. 3.1 to the case of hetero-atomic systems one usually takes the
arithmetic averages for the distances ¢ and r. and geometric averages for the parameters
p, ¢, A and e calculated for the different atomic species. The exponent a can change
from metal to metal and is approximated as ax for XX interactions and ap; for the
X-Pt interactions, and as \/axay for X-Y interactions. This assumption however is not

crucial since all the o parameters are quite close to each other (« = 0.9 £0.05). Finally,

3The exponent « in the second moment approximation is usually taken to be 1/2. For transition

metals it can sometime be considered as an additional parameter [56,130].
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Col Ag' | Co/Ag ordered alloy | Co/Ag disordered alloy | Ag!Co!!
E | -62.44 -62.26 -61.15 -58.86

Co'Cu'' | Co/Cu ordered alloy | Co/Cu disordered alloy | Cu!Co!’
E | —60.22 —08.66 -57.97 -57.26

Table 3.2: Total energy (in eV) of equimolar alloys Co/Ag and Co/Cu on Pt(997) [from
Ref. [56]].

the contribution to the variations of the binding energies due to the substrate relaxation
and to the adsorbate-induced perturbation of the substrate have been found to be small

and have been neglected.

The potential energy surface of a single adatom on Pt(997) is obtained by minimizing
the potential energy F; of the adatom at the position (z;,y;, z;) with respect to z;. A
typical energy map obtained with this method is drawn in Fig. 2.1. By adding atoms
adiabatically one can calculate the equilibrium structure which yields the minimum
potential energy of the system. In the Ag, Co, Cu cases investigated by F. Picaud et al.
in Ref. [56], this invariably leads to commensurate (1 x 1) adlayer structures, which agree
well with the data presented in Sec. 2 at least on a short range scale. We now consider
the situation for which an equimolecular mixture of atoms of two different metals is
adsorbed on the Pt(997) surface. A set of N/2 atoms of A species and N/2 atoms of
B species is adsorbed along the step of the Pt(997) surface and the minimum energy
is determined for every arrangement of A and B species in the sites. The calculations
have been performed for N = 16; periodic boundary conditions are applied along the
rows to eliminate edge effects. The results are reported in Table 3.2. The energy values
are given for a system formed by 8 Co atoms and 8 Ag (or 8 Cu) atoms which are
restricted to occupy the first two rows closest to the lower step edge. Four types of
atomic configurations are considered (X=Ag or Cu): Co! X! when the Co atoms and X
atoms occupy the first and second row, respectively; CoX ordered alloy; CoX disordered
alloy (an average is taken over many configurations); X/Co!! where the X atoms and
the Co atoms occupy the first and second row, respectively. The most stable structure
is obtained when the Co atoms occupy the first row close to the step and the Ag atoms
are trapped behind them, forming a second row, in analogy with the CofAg!! case
described in Sec. 3.1. The least stable geometry corresponds to the case where the first
row sites are occupied by Ag atoms while the Co atoms are all in the second row sites.
All the other configurations in which the Co and Ag atoms lie randomly within the first

two rows close to the step edges lead to intermediate adsorption energies. These results
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indicate that the most stable structures are those for which most Co atoms are bound to
Pt, given that the Co-Pt bond is stronger than the Ag-Pt one. The interactions between
Ag atoms, Co atoms, and between Ag and Co atoms are very similar and they do not

provide selectivity in the random or ordered lateral arrangements of the binary mixture.

3.3 Stability of heterowires at finite temperature

The calculations presented above corroborate the TEAS results reported in Sec. 3.1
showing that the Co! Ag’! configuration is indeed favored over all the others, whereas
the Ag’/Co!! configuration is unstable with respect to alloying. However, at 17" # 0,
disordered configurations might prevail over the Co! Ag’! one. To investigate this point
further, F. Picaud et al. have devised a thermodynamic approach based on the mean-
field Ising model [56]. The analysis is limited to the arrangement of an equimolecular
binary mixture of atoms A and B occupying completely three rows of lattice sites ad-
jacent to a Pt step and interacting through very similar lateral interaction potentials
Vaa =~ Vpg. The third row acts as an atom bath which can supply atoms A or B to the
first two rows in order to reach thermodynamic equilibrium. In the nearest neighbor
interaction approximation and in the mean field approach, the free energy per adatom

can be written as [56]

% = [(6(3) = b(1)) My + (b(3) — b(2)) My + 20 My (M + My) | +knT (M, M), (3.2)
where
WO = 5 [Vari() ~ Viou(0) (3.3)
Vaa +Vep — 2Vap

77 =
M, = 0 -6}

4

and [ = 1, 2, 3 defines the row number, 6;* the coverage of the atomic species X in the
Ith row. The term f(Mj, Ms) is a function of the order parameters M; and M, only,

and is given by

=My 1-M, 1+M, 1+M, 1-M, 1-M,
f(My, My) = 5 In( 5 )+ 5 In( 5 )+ 5 In( 5 )+
1+ M, 1+ M, 1— M, — M, 1— M, — M,
| |
+ 5 n( 5 )+ 5 n( 5 )+
1+ M, + M. 1+ M, + M.
+ ; 2 In( ; 2.
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Figure 3.4: Reduced free energy maps for different values of n* as a function of the molar
fractions M; and My of metal atoms in the first and second row. The Co! Ag!! configuration

corresponds to My = 1, My = —1, whereas Ag! Co'! corresponds to M, = —1, My = 1.

The values of the adsorption energies occurring in " —
1% row 2™ row

Co -4.20  -3.38
Ag 315  -2.80
Cu -3.12 271

Eq. 3.2 for Ag and Co have been calculated as de-

scribed in Sec. 3.2 and are reported in Table 3.3. The

r
N

solutions leading to minima for 4 in Eq. 3.2 can be

discussed in a general way by drawing the reduced
free energy map per adatom % = %BT as a func- Table 3.3: Adsorption energy (eV)

tion of M, and M, for various values of parameters per adatom as a function of its po-
b(1)*,b(2)*, b(3)* and n* reduced by the thermal en- sition with respect to the step.
ergy kgT . Since b(2)* ~ b(3)*, due to the short

range influence of the step, the important parameters result to be b(1)* — b(3)* and n*.
The former characterizes the influence of the potential increment at the step and the
latter describes the difference between hetero (Vap) and homo (V44 and Vppg) interac-
tions which is the driving force leading to the order/disorder transition in alloys. In
Fig. 3.4, we report the free energy map at 7' = 220 K vs the molar fractions M; and
M, in the first two rows for a value of b(1)* — b(3)* = 30 which is characteristic of the
Co/Ag system. For small values of n* (low tendency to alloying between Ag and Co),
the lowest free energy (-500 meV) is obtained when M; = 1 and M, = —1, i.e. in the
Co! Ag'! configuration. When 7n* increases up to 20 (higher tendency to alloying), two
minima occur. In the deepest well (-540 meV) the first row is formed mainly by Co
atoms (M; = 0.9) while the second row contains exclusively Ag atoms (A, = —1). The
shallower well (-40 meV) corresponds to a situation where the first row is occupied by

a mixture of Ag and Co atoms (M; = —0.15) with a slight predominance of Ag atoms,
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while the second row is filled by Co atoms only (Ms = 1). The estimated value of n*
from the potential given in Eq. 3.1 for the Co/Ag mixture is equal to 12.

Based on these results, we draw the following conclusions: when Co is deposited
first, it forms a stable row along the Pt step and additional deposition of Ag results
in a pure Ag second row. On the contrary, when Ag is deposited first, the Co atoms
tend to occupy first row sites leading to instability of the Ag’Co!! phase. Since no
energy barrier separates this configuration from the mixture phase, the system directly
evolves into a disordered state. The TEAS data presented in Sec. 3.1 are therefore nicely

described by the thermodynamic model.
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Chapter 4

Chemical activity of Pt and Ag/Pt
steps

Understanding and controlling the interplay between composition, structure, and chem-
ical activity of heterogeneous metal surfaces is a fascinating subject and a key to many
catalytic processes [113,141]. Here we focus on the activity of Pt steps with respect to
atomic and molecular chemisorption. We show that the peculiar properties of the step
sites, which are due to the breaking of the terrace symmetry, are ultimately related to
a change of the electronic band structure of the Pt edge atoms. The adsorption of O,
Hy, and CO on Pt(997) and Pt(779) is investigated as a function of the Ag coverage
decorating the Pt step edges by means of TEAS and STM.

We demonstrate that Oy molecules dissociate from a molecular precursor on the
upper side of the Pt step edges, where the two dissociation products are found two
lattice constants apart. Dissociation at the steps proceeds by elongation of the O,
molecule across bridge sites, as for terrace Oy [142-144]. The increased dissociation
rate observed at the step edge is attributed exclusively to the so-called electronic effect,
ruling out any influence of the step geometry in favoring a particular steric approach to
dissociation. Trends in the reactivity of transition metal surfaces are governed by the
coupling of the adsorbate bonding and antibonding states to the metal d-bands. A local
change of the hybridization of the Pt d-states would therefore modify the dissociation
properties at the Pt step edges. To confirm this hypothesis we have decorated the Pt
steps with Ag monatomic wires. Although Ag does not physically block the Pt active
sites, the reactivity of the Pt steps is decreased by a factor of ten as a single row of Ag
atoms decorates the step edges. This phenomenon is strictly local; Ag deposited away

from the Pt step edge does not influence the initial dissociation rate.

A single Ag monatomic wire (coverage 0.13 ML) decorating the step sites is found to

71
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decrease strongly the sticking coefficient of molecular species that undergo dissociation
during adsorption, such as Oy and Hy, but to have a minimal influence on CO adsorption
which is non-dissociative. Thus the specific chemisorption properties of Pt step sites can
be selectively modified with respect to different molecular species by decoration with
Ag. In terms of binding energy, Pt step sites remain favored over terrace sites for O and
CO regardless of Ag decoration of the Pt step edges, whereas we have indications that
atomic H is driven away from the steps.

TEAS is employed to monitor the Ag deposition process and to measure the rel-
ative variations in the Oy, CO, and Hs adsorption rates for different coverages of Ag
as described in Sec. 1.1. The STM images have been acquired at 77 K after dosing
the samples at the temperatures specified in the text. The gas species were dosed by
backfilling the UHV chambers at pressures in the 10~7 — 1075 mbar range for O, and
Hsy, 107% — 10~7 mbar for CO.

In Sec. 4.1 we present an introductory view of chemisorption on transition metal
surfaces. The concepts introduced there will help the interpretation of the experimental
results reported in this chapter. Sec. 4.2 treats O and CO chemisorption at Pt steps;
Sec. 4.3 focuses on O, dissociation, while Sec. 4.5 compares the effect of Ag-Pt bonding

at the steps on the adsorption of different molecular species.

4.1 Chemisorption on metal surfaces

The aim of this paragraph is to derive a few simple formulae that relate the chemical
reactivity of a given surface to its electronic structure. A conceptual framework is
provided in which the results of Secs. 4.3-4.5 can be interpreted and understood. For
an overview on the subject the reader is referred to Refs. [145-148].

In introducing the relevant quantities that define the interaction between an atom or
a molecule and the surface, we briefly review the problem of a single electron interacting
with two atoms A and B forming an AB molecule. In the LCAO (Linear Combination

of Atomic Orbitals) approximation [149] the one-electron wave function ¢, p is written

Yap = caa + cpp (4.1)

where each of the atomic orbitals )4 and g are solutions of the atomic one-electron

equation

2

Hatva = (—;—mv + UA)wA = FE u. (4.2)
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Assuming that the effective one-electron potential for the AB molecule is the sum of the

atomic potentials, vap = v4 + v, the one-electron hamiltonian of the molecule reads
Hap=Ha+vp=Hp+va (4.3)
and we have

HapVap = EYasp. (4.4)

By minimizing the energy of the AB state E = (Yap|Hap|Vap)/(Vap|ap) with respect

to ¢4 and cp, the values of E are given by the solutions of the equation
(Has— E)(Hpp — ) — (V — BS)? =0, (45)
where
Han = (Ya|Haglpa) = (Ya|Hala) = Ea,

Vo= (YalHaslvs),
S = (Yalvs).
Given that we consider v4p < 0 everywhere in space, a positive overlap S (equal phases

of 14 and 1) corresponds to a negative (attractive) interaction matrix element V' and

vice versa. Typically S will be small and to first order in S we have:

Ey—Ep

L) VS, (4.6)

1
E:i:: §(EA+EB):F\/V2+(
For hetero-nuclear diatomic molecules (E4 # Ep) whose eigenvalues are well separated
compared to the coupling matrix element (|V| < |E4 — Ep|) one gets the approximate

expression

Es= { Ba- EBvﬁ VY it By > B (4.7)
Ep+ g — VS
This are the well-known bonding and antibonding solutions to Eq. 4.4, which are rep-
resented in Fig. 4.1.
If the AB molecule has one valence electron on each atom taking part in the bond,
the strength of the AB bond can be estimated from Eq. 4.6 [146] and reads, neglecting

many-body effects, as

AE =2E, — E,— Ep = —2SV —\/4V2 + (E, — E)?. (4.8)

Working in analogy with the procedure outlined above for a diatomic molecule, we look
now for an estimate of the bond strength in the case of molecules or atoms bound to a

metal surface.
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Figure 4.1: (a) Formation of bonding and antibonding molecular levels in a diatomic
molecule. Note that, according to Eq. 4.7, both states are shifted up by an amount —|V'|S due
to Pauli repulsion between the two atomic states (adapted from Hammer and Ngrskov [146]).
(b) Oy levels; in the homonuclear notation the 1w, 27 levels are called 1w, and 17y, respec-
tively. (¢) CO levels; to underline its antibonding character the 27 orbital is often designated
as 2" (from Zangwill [147]).

The Newns-Anderson model

Consider the interaction between an adsorbate with a single valence state |a) with energy
E, and a metal surface with one-electron band states |k) with energy Ej. When the
adatom is brougth close to the metal the two sets of states are coupled by the matrix
elements Vg, = (a|H|k), where H is the Hamiltonian of the combined system. As in
Eq. 4.1, we can expand the solutions |i) of H into a linear combination of the separate
adsorbate and surface system: [i) = c4la) + >, cxi|k). Since there is an infinity of
metal states it is not worth trying to solve the energy problem by optimization of the ¢
coefficients as in the molecular case. Instead, we consider the projection of the density
of states (DOS) on the adsorbate state:

na(E) = Z [(ila)[*o(E — E;) (4.9)

where the sum is over the eigenstates of H. A comparison between n,(E) and the
density of states of the unperturbed adsorbate species tells us how the adsorbate states
interfere with the substrate states. After some mathematics, one finds [146, 150]

_1 A(E)
T n(E—-E,— AE))+A(E)?’

no(E) (4.10)
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Figure 4.2: (a) Local DOS of an adsorbate on a free electron-like sp-metal; (b) splitting of
the adsorbate state due to interaction with a narrow band metal. (c) Two step model for

adsorption on a transition metal surface.

where
AE) =7 [Vul*6(E - E) (4.11)
and
AE) = %/dE’%. (4.12)

The adsorbate DOS broadens from a sharp, bound state, delta function centered at
E, into a Lorentzian line shape with width A(E) shifted to an energy E determined by
the condition E = E, — A(E). This equation can be solved graphically for some choice
of Vk. The broadening of the adsorbate induced level is given by the finite lifetime of
an electron in the adsorbate state: if the level lies in an energy band of the substrate,
there is a certain probability for the electron in that state to leave the adatom region
and propagate inside the substrate.! This probability is given by the Golden Rule type
expression in Eq. 4.11. The occupancy of the adsorbate resonance and the characteristics
of the surface bond depend on the relative position of the resonant level energy and the
metal Fermi level. We discuss two limiting cases for n,(E).

Weak chemisorption: if A(E) ~ Ay = const. as for an adsorbate level in the middle
of an sp-band of a simple metal like Al, we have A(E) = 0 in Eq. 4.12 and n,(F) is
a Lorentzian of width Ay centered around E,. In reality, the position of the adsorbate
resonance is shifted down in energy compared to E, due to the additional effective one-
electron potential originating from the solid surface potential barrier [151]. Figure 4.2(a)

represents n,(E) in this limit.

!Note that it is no longer meaningful to speak of purely “atomic” or purely “metallic” states in the

vicinity of the adsorbate and in the energy region of E,.
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Strong chemisorption: this case is typical for transition metals when considering
the interaction with the d-bands. For narrow metal bands the problem simplifies into
the two levels problem of Eq. 4.7, and we have sharp bonding and antibonding states
forming above and below E, and ¢4, where €, is the centroid of the d-band [Fig. 4.2(b)].
If the bandwidth of the metal d-states is small compared to the hopping matrix element
Vad, one has A(E) = 7|Voa|?0(E — €4) and A(E) =~ |V,q?/(E — €4). The shift of the
adsorbate level determined by the £ = E, — A(E) condition is therefore given by Eq. 4.7
substituting Ep = €4 and V = V.

Trends in chemisorption energies

Considering adsorption on transition and noble metals, we can imagine that bonding
proceeds in two steps [145,146]. First the adsorbate valence state interacts with the
metal sp-bands. This will give rise to a single resonance as in Fig. 4.2(a). Then the
coupling to the d electrons is switched on, causing the resonance to split into a state
which is bonding with respect to the adsorbate and metal d states and another which
is antibonding [Fig. 4.2(a)]. This is a good approximation, e.g., to what happens to
the O p-derived resonances as O adsorbs on a transition or noble metal surface. The
degree of filling of the bonding and antibonding resonances determines the balance of
the binding energy of the adsorbate-metal system. On Ag, for instance, both states
are filled, whereas the antibonding state is only partially filled on Pt, resulting in a
stronger O-Pt bond with respect to the O-Ag one. The same reasoning applies for
molecular chemisorption. In the CO case, for instance, one has to take into account
the coupling of both the 27 and 50 states (see Fig. 4.1) to the d states. Due to their
different symmetry, they interact with different d orbitals and the two interactions can
be treated independently [146], as in Fig. 4.3.

Although it provides most of the absolute binding energy, the contribution from the
coupling to the metal sp-states varies little among transition metals [145,146]. The main
trends in chemisorption energies are therefore given by the coupling to the d-states. This
is true for both atomic and molecular chemisorbed species, and it determines the trends
in chemisorption energies across the periodic table. Since, to a first approximation,
the total energy of the system is given by the sum of the occupied one-electron energy
levels, and assuming that the introduction of the d-state coupling alters the adsorbate
levels in a negligible way, we can isolate the contribution to the bonding energy due
to the d electrons by considering only the one-electron eigenvalues determined in the
Newns-Anderson model. In analogy with Eq. 4.8 the d coupling contribution is given by
AE; =2(E; + fE_) — 2(E, + €4), where the factor 2 accounts for the spin degeneracy
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Figure 4.3: Schematic representation of the two-step model for CO adsorption on a transi-
tion metal surface (adapted from Hammer et al. [152]). Note that the filling of the CO 27*
orbital gives a bonding contribution to the adsorbate-metal (M) system, but weakens the C-O

intramolecular bond.

and f represents the filling of the d-band. From Eq. 4.6 one has

AB = —(1= ) JWVa+ (o= B2 = (ea— E)) — 21+ VS, (413)

This equation can be further simplified by assuming? S = —aV,q and by considering a
weak coupling V4 relative to the energy difference |e; — E,|:
2

v
AE; = —2(1 — f)ﬁ +2(1+ flavy. (4.14)

Equation 4.14 is an important result since it relates in a simple way the trends in
chemisorption energies and dissociation barriers observed in the transition metal series
to the electronic structure of the adsorbate-metal system (Fig. 4.4). The first term in
the above expression represents the hybridization energy gain with the d-states which
is non-zero until both the bonding and antibonding resonances become occupied, i.e.
until the d-band is not completely filled. The second term is always repulsive and it
represents the cost paid to the overlap of the adsorbate and metal states. The main

factors influencing the AE, contribution to the binding energy are:
- the filling of the d-bands, f;
- the strength of the adsorbate d-bands coupling, given by V,4;

- the position of the d-band with respect to the Fermi level, ;.

2Partially justified by the fact that both S and V decay exponentially with increasing adsorbate-
substrate distance [146].
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Figure 4.4: Heat of adsorption of CO and O on polycristalline transition metal surfaces (data

are averages from Toyoshima and Somorjai [153]).

The first factor explains why early transition metals with fewer d electrons form
stronger chemical bonds [Fig. 4.4(a)]. To a greater d-band occupation corresponds
an increased filling of the antibonding resonance, which weakens the adsorbate-metal
chemical bond. The size of the coupling matrix element increases down the groups of
the periodic table due to the increasing extension of the 3d, 4d, 5d states. This drives up
the orthogonalization energy between adsorbate and metal d-states and it explains why,
e.g., Au is the least reactive among the noble metals [154]. The position of ¢, determines
the ability of the d electrons to participate in bonding to the adsorbate, the interaction
being stronger for €4 closer to £, after renormalization with the sp-states [146,155]. In
the case of CO, for instance, the binding energy increases if €; moves towards the Fermi
level resulting in a more effective hybridization of the d-states with the 27 (or 27*) CO
levels® [152,156]. The value of €, near a given metal atom will depend on the chemical
and geometrical characteristics of the surroundings. This is central in interpreting the
results of Secs. 4.2-4.5. Just to mention one effect, consider CO adsorption on a Pt
stepped surface as treated by Hammer et al. in Ref. [152]: the value of €4 increases as
the coordination of the substrate atoms decreases. This happens due to the narrowing
of the Pt d-bands caused by the loss of coordination, as it is schematized in Fig. 4.5.
The €4 upshift for metals having f > 0.5 like Pt, results from the need to preserve the
degree of filling of the d-band. As a result, the CO binding energy is larger on kink and
step sites than on terrace sites (Fig. 4.6). The former result is quite general and can

be extended to most transition metal surfaces where preferential adsorption at defect

3 Assuming that the 27-derived antibonding resonance remains empty, which is realistic since the 27

renormalized CO level is usually higher than the Fermi level.
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Figure 4.6: Calculated CO binding energies on Pt

Figure 4.5: Narrowing of the d-DOS vicinal surfaces for different adsorption sites as a
due to a decrease of coordination of function of the position of €; with respect to the
the surface atoms at edge sites. Fermi level (values from Ref. [152]).

sites is a well-established fact. In applying Eq. 4.14 one can take into account only the
adsorbate levels (with their degeneracy) that after sp renormalization result closer to €4.
As an example we consider the case of the Oy molecule adsorbed on Pt. The binding
energies of the 17 and 27 (or m and 7*) levels of the free molecule are 16 and 12 eV,
respectively. Once (physisorbed) on the surface, the net surface to molecule charge
transfer will cause an upward shift of the center of gravity of the 17 and 27 resonances
of about 7-8 eV [157,158], and the two levels will be situated at 8-11 and 4-5 eV from
the Fermi level, respectively [159]. The Pt d-bands do not extend more than 8 eV
down from the Fermi level. Then, only the interaction with the antibonding 27 levels
can be considered, since the 17 levels do not superpose to a large extent with the Pt
d-band. Also for CO the main contribution to Eq. 4.14 comes from the 27 antibonding
orbitals which couple stronger to the d-bands with respect to the 50 level [156]. The
fact that the Oy and CO interaction with the metal d-states passes mainly through their
antibonding orbitals is extremely relevant when considering dissociative adsorption on

transition metal surfaces.

Trends in dissociation barriers

Most of the concepts developed in the last paragraph are also useful in understanding
the facility with which molecules interacting with a transition metal surface may or may

not break intramolecular bonds. It is not necessary to stress here the fact that the ability
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Figure 4.7: Simplified PES for Og dissociative adsorption on Pt.

to break bonds and stabilize intermediates is what determines the catalytic properties
of solid surfaces [141]. In general, many a factor concur in the dissociation process. An
exact description would require a complete knowledge of the potential energy surface
(PES) of the adsorbate for every degree of freedom of the system. In Fig. 4.7 we have
drawn a simplified PES for the O,/Pt system based on Refs. [160] and [161]. The
variation of the potential energy of an O, molecule is represented as a function of the
vertical distance from the surface and of the intramolecular separation. Starting from a
large molecule-surface separation, dissociation proceeds through a molecular precursor
chemisorbed state, labelled O;. Changes of the electronic configuration of the system
are marked by dashed lines, which correspond to the saddle points of the activation
barriers separating different adsorption states. It is clear that the O, dissociation rate
will depend on the energy of the saddle point (transition state) between the O, and
the O states. Such a picture, however, is incomplete: the orientation of the molecule
with respect to the surface lattice, its internal energy, the corrugation of the surface,
all represent additional dimensions in the PES [148] that should be incorporated in its
representation. Here we concentrate on the dependence of the dissociation activation
barriers on the electronic structure of the surface. This is partially justified by the
fact that the probability for a molecule in thermal equilibrium at a temperature T
above the surface to overcome the activation energy barrier F,. for dissociation is
proportional to e Pect/FT" The strong E,. dependence ensures that, unless limited by
entropy, the minimum energy path between different adsorption states on the surface
will be favored over most of the remaining alternatives. To interpret the experimental
trends in dissociative sticking observed on different transition metal surfaces, one can
therefore concentrate on determining the contribution of the d-states to the minimum
value of E,. [146].

Since there is no conceptual difference in estimating the variations of £, due to the
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metal d-states contribution from the arguments of the preceeding paragraph, one finds
Eq. 4.14 to hold also in estimating the d electron contribution to E,.. For molecules
such as Hy, Oq, CO, the valence levels that interact more strongly with the metal d-
bands are typically the anti-bonding molecular levels because they are partially filled
and hence they lie near the Fermi level where also the d-states are situated [145]. The
filling of the anti-bonding molecular levels such as the 27 states in the Oy, CO case,
weakens the intramolecular bond favoring dissociation. Empty d-states, a high lying
d-band and a large matrix element contribute to lower the dissociation barrier. More
detailed density-functional calculations [154,155] support this view: Hy, for instance,
has no dissociation barrier on Ni and Pt, and an increasingly larger one on Cu, Au,
and Al. Further experimental confirmation comes from the fact that CO dissociates
only on the elements situated in the periodic table to the left of Fe, Ru, and Re in the
transition metal series; an increase in chemisorption energy therefore corresponds to a
decrease of the dissociation barrier. In Sec. 4.3 we provide a direct demonstration of the
d-band structure — dissociation rate relationship by analyzing Hy and O, adsorption on
Pt steps whose reactivity has been modified by the addition of controlled amounts of

noble metals such as Ag and Cu.

4.2 0O and CO adsorption at Pt steps

Due to the unsaturated valences of low-coordinated edge atoms described above, steps
on Pt(111) bind Oy, CO molecules and O atoms more strongly than terrace sites [12,
13,15-18,20, 144,162, 163]. At T 2 100 K oxygen adsorbs dissociatively on Pt [13,
16,20, 144]; Fig. 4.8(a) shows the Pt(997) surface after 1.2 L O dosing at 350 K: the
black depressions that are observed along the step edges represent O atoms occupying
near-edge fce sites [Fig. 4.8(b)], in agreement with the results of Feibelman et al. [162].
The step sites are completely saturated with a 2 x 1 periodic structure, whereas very
few O atoms can be seen on the terraces. Since at 7" > 200 K the O atoms resulting
from dissociation are free to move about on the surface [164] they tend to occupy the
energetically most favored adsorption sites. Clearly, O atoms prefer step sites over
terrace sites, a behavior which is fully accounted for by density-functional calculations:
the O binding energy is 5.28 eV on fcc terrace sites, 5.66 eV on near-edge fcc sites at
{111} steps, and 5.85 eV on edge bridge sites at {100} steps [162]. Although these values
might be overestimated, the relative differences can be considered to be correct [165].
Depending on the interaction among the adsorbates, preferential step adsorption

might lead to sequential site filling [141] or to a rearrangement of the adatoms in favor of
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Figure 4.8: STM image of Pt(997) following exposure to 1.2 L. Oy at 350 K. The O atoms are
imaged as dips along the step edges and on terraces. The grayscale has been redistributed on
each terrace for better contrast. Step down direction is from right to left. (b) Close up of the
Pt steps showing the O atoms in near-edge fcc sites. (c¢) Diagram of the O9 molecular precursor
in bridge position at the step edge and of the two dissociation products. (d) Comparative z
line scans over O and Pt atoms, as shown in (b). The 6.1 A distance between the O-induced

minimum and a terrace atom on its right corresponds to O occupying near-edge fcc sites.

terrace sites in case repulsive interactions prevail over the extra binding energy provided
by the steps [166]. In Fig. 4.9 we show the O uptake curve measured by TEAS for
two different scattering geometries on Pt(997) and Pt(779). As discussed in Sec. 1.1,
the grazing incidence condition n = 0 is selectively sensitive to adsorption at step
sites whereas the more normal n = —3 condition is sensitive to both terrace and step
coverage. Saturation of the n = 0 intensity around 1 L O, indicates that step sites are
filled by O atoms much faster than terrace sites on both surfaces. Figure 4.8(a) and
Fig. 4.9 therefore demonstrate a sequential site filling process: the sites with the largest
bonding energy are filled first and the thermodynamic equilibrium between step and
terrace sites is largely in favor of the formers. No oxygen reorganization is observed at
high step coverage due to adsorbate-adsorbate interactions, as suggested by Hammer
and Ngrskov for NO on Pd(211) [166].

CO adsorption also leads to preferential occupation of the step sites [3,12,167],
as shown in Fig. 4.10(a) and (d). The CO molecules occupy mostly edge on-top sites
[Fig. 4.10(b)], but we observe also bridge sites, in agreement with other studies [152,167].

Molecules occupying on top sites are found two lattice constant (5.54 A) apart due to
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Figure 4.9: TEAS intensity during O dosing of Pt(997) [left] and Pt(779) [right] at 400 K.
The intensity in the n = 0 curve (0; = 6y = 83.0°) decays due to O adsorption at the step
edges; the decay of the n = —3 curve (0; = 55.6°, 0y = 44.2°) depends mainly on the O terrace

coverage and only weakly on O adsorption at step sites.

repulsive interaction between nearest neighbors. Repulsion between adsorbed CO is also
responsible for the increased mobility of the admolecules observed at 77 K at high CO
coverage in Fig. 4.10(d) [168].

A temperature programmed desorption (TPD) experiment performed by TEAS also
evidences the stronger bonding of CO molecules at step sites: in Fig. 4.11 (right panel)

we report the He intensity recorded while heating the surface at a 60 K/min constant rate
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Figure 4.10: (a) CO (white dots) adsorbed at the step edges of Pt(997). Step down direction
as in Fig. 4.8. (b) Atomic detail showing CO molecules occupying edge on-top (top left),
terrace (center), and a kink on-top positions (bottom left). (c) z profiles over CO and Pt atoms
corresponding to the line scans shown in (b). (d) CO-saturated Pt(997) steps. Molecules on
the terraces are still mobile at 77 K and are imaged as white streaks due to the STM tip

motion.
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Figure 4.11: Left panel: CO dosing of Pt(997) at 7' = 200 K at a background pressure of
1 x 10~7 mbar CO. Right panel: TEAS signal recorded immediately after dosing by ramping
the substrate temperature to cause CO desorption. The decrease in intensity observed above

500 K is due to the temperature-dependent Debye-Waller factor.

after having saturated the surface with CO at 200 K. Desorption starts around 340 K;
at 455 K we observe a change of slope in the curve which is due to the progressive
decrease in terrace coverage and to the beginning of step desorption. This result is in
full agreement with TPD spectra recorded by mass spectrometry in other studies [167].
Similar curves for O show the same behavior shifted to 600 and 750 K for terrace and
step desorption, respectively.

At this stage, it is clear that the binding energy of O and CO at surface steps is larger
than on terrace sites, in agreement with the arguments presented in Sec. 4.1. In dealing
with surface chemical reactions, however, the ability to make bonds is as important as
that of breaking bonds. In the following paragraph we turn our attention to the role

played by step sites with respect to O, dissociation.

4.3 0O, dissociation on Pt stepped surfaces

Dissociation of O, on Pt is a fundamental step in many oxidation reactions that in-
volve Pt as a catalyst. Due to the relevance of Pt and, in general, of transition-
metal catalyzed reactions, the Oo/Pt(111) system has been extensively studied as a
model for surface chemisorption. Oy dissociation proceeds by sequential population
of physisorbed and chemisorbed precursor states [13,20,142-144,158,161,169]. Three
chemisorbed molecular states have been identified on Pt stepped surfaces by TDS, EELS,
and STM [16-18,143,144], corresponding to a fcc- and a bridge-bonded terrace species
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Figure 4.12: STM image showing O atoms following dissociation at 140 K, below the onset

of O thermal mobility. O dissociation involves exclusively the Pt upper edge atoms. In the
left panel the grayscale has been redistributed on each terrace for better contrast; step down
direction as in Fig. 4.8. In the right panel we show the same image without any processing. The
bright stripes decorating the step edges are monatomic Ag wires, which can also be observed

(with poorer contrast) in the left panel.

and a bridge-bonded step species [143,144]. The terrace molecular species are stable
only below 100-120 K, whereas molecules at step sites are stable until 150 K [16, 144];
heating or dosing the surface above this temperature results either in dissociation or
in fast O, desorption. Ho and coworkers have shown that it is possible to dissociate
terrace-chemisorbed molecular species with the STM by inelastic tunneling of electrons,
by UV irradiation, or by thermal heating [144]; in agreement with a previous study,
the dissociation products occupy fcc sites one to three lattice constants apart [164].
Although an increase in oxygen dissociative adsorption with respect to flat surfaces has
been observed in various studies [12,13,16], there is a lack of detailed knowledge on
the dissociation process at Pt steps. The prominent role played by structural defects in
surface reactions, as well as the relevance of the O/Pt system underline the interest of

the present study.

To observe where O, actually dissociates on a Pt stepped surface we have lowered the
adsorption temperature to 140 K. Below 190 K the mobility of O atoms on Pt(111) is
completely inhibited on a day timescale [164]; the spatial distribution of the dissociated
O atoms allows therefore to identify the active sites in the dissociation process. At
140 K the O, molecular precursors on the flat terraces are short-lived; adsorption either
results in dissociation or in Oy desorption [16-18,143,144]. Because of the short terrace

width of our samples, however, the adsorbed molecular species can scan all the available
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sites prior to desorption or dissociation.* The distribution of the O atoms in Fig. 4.12
shows that O, dissociation is largely promoted at the step edges with respect to the
terrace sites, where very few O atoms can be observed. As in Fig. 4.8, an exposure to
1.2 L O, is sufficient to saturate almost all the Pt step sites; the independence of the
dissociation rate at the step sites on the sample temperature is indicative of a process
with a very low activation barrier. Since very few O atoms are observed on the lower
side of the steps, we conclude that the bond breaking process involves only the Pt atoms
that are situated at the upper step edges. After dissociation, the two O atoms end up
in near-edge fcc sites, indicating that the O-O bond is stretched in the (111) direction,
parallel to the steps.

Based on these observations we propose the following model for dissociation from

a molecular chemisorbed state: the O, precursor binds in a bridge position at the Pt
edge sites with its axis parallel to the step edge, as demonstrated by Stipe et al. [143]
[see sketch in Fig. 4.8(c)]; a shift of the molecule in the direction perpendicular to the
step accompanied by a simultaneous elongation of the O-O bond accomplishes the dis-
sociation process, resulting in two O atoms situated two lattice constant apart. Note
that no O atoms end up on the lower terrace. A point that remains open is whether,
in dissociating, the Os molecule moves inwards or outwards with respect to the upper
terrace. In the first case the O atoms would gain in coordination with Pt but would inter-
act repulsively with each other, thereby increasing the transition state energy barrier.
In the second case the O atoms would end up directly in the most favored adsorp-
tion sites, but at the expense of a temporary loss of coordination with the substrate.
The scenario proposed here is remarkably similar to that

02 devised by Eichler and Hafner for O, dissociation on ter-

e race sites starting from a molecule adsorbed on bridge
position [142]. It follows that the Oy dissociation path re-

Figure 4.13: Different steric

approach of N, and O sults to be similar at step sites and on terrace sites. The

molecules to the step edge. geometrical configuration of the step sites does not play a
role in favoring O, dissociation. In this respect, the oxy-
gen case is remarkably different from Ny and NO dissociation at the steps of a Ru(0001)
surface. DFT-GGA calculations [170, 171] show that for Ny and NO on Ru(0001) the

dissociated atoms are found on different terraces. This is dictated by the need to mini-

A conservative estimate of the mean free path of O molecules on Pt(111) at 140 K can be calculated
by taking a 10'3 s~! prefactor and a 8 kcal/mole desorption barrier as determined by Winkler et al. [16]
and by assuming the diffusion barrier to be ~ 3 kcal/mole. The estimate exceeds the Pt(997) terrace

width by orders of magnitude.
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mize the interaction energy between the adsorbates and by steric factors, since the Ny
and NO precursors have the molecular axis perpendicular to the surface (see Fig. 4.13).

O dissociation is further discussed in the following paragraph.

4.4 Adsorption and dissociation at Ag-decorated Pt
steps

In the preceding section we have ruled out the influence of step geometry® on O, disso-

ciation on Pt. To explain the peculiar reactivity of step sites we then have to look for

5 “Geometry” is intended here purely as “shape” factor influencing the steric approach of a molecule

to the dissociative state.

Pt edge -4

Ag edge 4 tformer Pt edge

Figure 4.14: Comparison between O adsorption on Pt steps and on Ag-decorated Pt steps.
Step down direction is from right to left in all images. (a) STM image of Pt(997) after exposure
to 1.2 L Oz at 350 K. (b) Atomic detail of the Pt steps. The grid represents Pt lattice sites.
(c) O adsorption on a Ag-modified surface after exposure to 19 L Oy at 350 K; a monatomic
Ag row decorates each Pt step, the O atoms are visible near it, to the right. (d) Atomic detail
of the Ag-decorated Pt steps: O atoms are imaged as “sombreros” occupying the former Pt
near-edge fcc sites. O chemisorption causes an enhancement of the electron density on the
adjacent terrace atoms; this effect is visible on both lower panels as bright dots to the right of

the O atoms.
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a purely electronic effect. According to the model presented in Sec. 4.1, the height of
the dissociation barrier is determined by the relative position in energy of the adsorbate
states and metal d-bands, by the degree of filling of the molecule-surface anti-bonding
states, and by the size of the coupling between the adsorbate and the metal d-states [155].
The first two factors are largely determined by the position of the center of the metal
d-bands, €4, relative to the Fermi level. The upshift of €, due to the low coordination of
Pt step atoms explains the enhanced reactivity of the Pt steps. By inducing changes in
the €4 value in a local way, we are able to isolate the electronic effect that is at the origin
of Oy enhanced dissociation on Pt steps. In the following we show that we can reduce
the step reactivity in a controlled way by decorating the step edges with Ag monatomic
wires. As Ag decorates the steps, the Pt edge atoms become 9-fold coordinated as their
terrace counterparts; hybridization with Ag, however, is not complete, due to the energy
difference between the Ag and the Pt d-bands. €; results therefore in between the pure
Pt step and terrace values. Altogether, we expect to find a decrease of the dissocia-
tion ability of Pt step atoms, which remain however more active than terrace atoms.

In Fig. 4.14 we compare O adsorption

_——

>

on pure Pt steps and on Ag-decorated
Pt steps. To produce the images shown
in (c¢) and in (d) a monatomic Ag row
was deposited at 400 K as described in

Sec. 2 and Oy was subsequently intro-

T - T r T duced in the vacuum chamber as the sam-
ple reached 350 K. Ag is imaged as the
bright stripe along the steps, while O
atoms are imaged black. We see that
most O atom lie aligned to the right of the

Ag row; a close comparison between im-

0 10 20
x (A)

ages (b) and (d) evidences that the pre-
ferred adsorption sites are still the near-
Figure 4.15: Line scans over Ag-decorated Pt edge fee with respect to Pt only. This is
further confirmed by the line scans shown
in Fig. 4.15. Hence (Ag-decorated) Pt

step sites are still favored over terrace sites. However, if we look at the Oy exposures

steps.

needed to obtain the images in (a), (b) and in (c), (d), we note a large discrepancy: 15
times more O, has been dosed on the Ag-decorated sample in order to obtain a coverage

similar to the bare Pt one. Hence the dissociation rate on the two surfaces is drastically
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different.

To probe the variation of the oxygen dissociative sticking coefficient due to Ag step
decoration, we have measured the decay of the TEAS intensity for a He beam diffracted
from the oxygen-exposed samples for various Ag coverages. The results are shown
in Fig. 4.16 for Pt(997) and Pt(779); the slope of the TEAS curves diminishes with
increasing Ag coverage. As described in Sec. 1.1, in the limit of low adsorbate coverage,
the normalized TEAS intensity, I/1,, can be described as I /Iy = 1—Xsye, where X is the
adsorbate cross section, sg the sticking coefficient, and ¢ the gas exposure. To calculate
the relative variation of the dissociation rate we take the value d(I/1y)/de|.—o for each
curve and divide it by the clean Pt values. This procedure is correct inasmuch the value
of ¥ is not affected by the presence of Ag. A check done by comparing the relative s
variation obtained with TEAS and STM for a clean surface and an Ag-decorated sample
(see, e.g., Fig. 4.14) has led to consistent results, supporting our analysis. The largest
difference (a factor 10) in the slope of the curves is obtained for clean Pt and the situation
where a single row of Ag atoms decorates the Pt steps. As shown in Fig. 4.17, the ratio
so,Ag/pt/so_pt decreases linearly with the Ag coverage up to complete decoration of the
Pt steps by a single line of Ag atoms. From then on, so,Ag/pt/so,pt varies slowly until
it drops abruptly as the first Ag monolayer is completed. This behavior indicates that
Ag locally modifies the reactivity of the Pt edge atoms, an effect that is limited to the
Pt atoms in direct contact with Ag. Thickening of the Ag wires results in terrace site
blocking, reducing the total O saturation coverage of the substrate, as evidenced by the
asymptotic values of /I for large O, exposures in Fig. 4.16. The initial linear variation
with Ag coverage can be understood considering a one-dimensional line of sites where
the dissociation rate is proportional to the probability of finding an Ag-free region of
the step edges. Since the Ag atoms condense into 1D chains (see Fig. 2.7 in Sec. 2.2),
the dissociation rate is proportional to (1 — ©,,), where Oy, is the fractional coverage
of an Ag row decorating the step edge, (see the solid line in the inset in Fig. 4.17) and
not to (1 — Oag)? as it would be the case for random dispersion of single Ag atoms.
Ag deposition beyond one monatomic wire does not reduce so,Ag/pt/so,pt strongly; the
slow decrease that we observe until monolayer completion can be explained by taking
into account the fraction of O, molecules that desorb directly upon impinging on the
growing Ag layer [172]. It is interesting to note that the few Pt atoms that remain
exposed on an almost completely Ag-covered surface have the same reactivity as a Pt
substrate with only the Pt steps decorated by Ag, meaning that the O, dissociation

process requires only interaction with a few Pt atoms.

It might be asked if Ag completely blocks dissociation at the step edges and if
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Figure 4.16: TEAS intensity as a function of Oo exposure for different coverages of Ag
monatomic wires, indicated on the right. The He beam incidence and reflection angles are
55.6° and 44.2° for Pt(997) [left], and 56.6°, 42.5° for Pt(779) [right], respectively. The He

beam energy is 22 meV.
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Figure 4.17: Variation of the O2 dissociation rate with respect to the Ag-free step value for
Pt(997) [full squares] and Pt(779) [open diamonds]. The solid line in the inset represents the
(1 — ©4g) function (see text).
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the O atoms observed in Fig. 4.14 actually come from terrace dissociation. This is
not so, as revealed by Fig. 4.12. At the temperature below the onset of O thermal
diffusion, O atoms are found dissociating on Ag-decorated steps with a higher probability
with respect to terrace sites. Note also that SO_Ag/Pt/SO_Pt vs O, varies in the same
way for the (997) and (779) surfaces, i.e., for the {111} and {100} steps; although a
direct comparison of the two types of steps is not possible due to the incertitude in 3,
hybridization with Ag has an equal weight on the dissociation rate.

We showed above that by modifying the local chemical environment of the Pt atoms
at the step edges we can investigate the factors that determine the reactivity of Pt
step sites. Our results can be easily interpreted by the model proposed in Sec. 4.1 and
support the conclusion that O, dissociation is enhanced at Pt steps due to the particular
structure of the Pt d-bands at low coordinated sites. Finally, we demonstrated that we
can vary the reactivity of a surface with a high density of defects in a controlled way.

In the following section this point will be further developed.

Adsorption on terraces

A common belief is that once the step
sites have been completely O-saturated,
their reactivity becomes negligible and

that adsorption proceeds subsequently as

LT P

on a flat surface [141,173]. Here we argue
against this point by showing that a re-
duction of the step reactivity induced by
Ag step decoration (which we showed to

be a local effect limited to the Pt atoms

— Y

S
:
3
5
5
=
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sorption rate on Pt terraces. Consider O

adsorption on a clean Pt stepped surface.
Figure 4.18: O p(2x2) patches on Pt(997) with  Op Pt terraces, the O saturation cover-
partial Ag decoration. age is 0.25 ML, which corresponds to a

p(2 % 2) structure of the O atoms. Such
a structure can be easily observed by STM, as shown in Fig. 4.18 for a Pt(997) sur-
face with partially Ag-decorated steps. However, surface scattering techniques such as
LEED or TEAS provide a better tool to investigate its order on a large scale, due to
the additional diffraction peaks originating from the O superstructure. Figure 4.19(a)

shows the diffraction spectra recorded from Pt(779) and from Pt(779) plus a monatomic
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Figure 4.19: (a) TEAS diffraction pattern for the clean and Ag-decorated Pt(779) surface.
The total scattering angle is fixed at x = 123.5°, Ay, = 0.98 A. (b) Half-order diffraction peak
originating from the O p(2 x 2) structure at saturation O coverage on clean and Ag-decorated
Pt(779). (c) Intensity of the m = —1/2 peak as a function of Oy exposure for the clean and
Ag-decorated surface at 400 K. In the latter case the exposure has to be increased by a factor

3 in order to reach saturation.

Ag row. Dosing O-, a diffraction peak corresponding to the periodicity of the 2 x 2 su-
perstructure appears at 6; = 81.1°. We note that the 2 x 2 pattern forms independently
of Ag. If we monitor the intensity on the peak at 81.1° during O, dosing, however,
we see that saturation is reached on a much longer scale (at least a factor 3) for the
Ag-decorated surface, indicating a reduced O filling of the terrace sites. Inhibition of
the step reactivity thus reduces the overall adsorption rate on the whole surface.

Two arguments could be invoked to explain how steps influence adsorp-
tion on terraces: the first is that O atoms dissociating at the steps
migrate to terrace sites leaving room for other molecules to dissociate.

The second is that dissociation on O-saturated sites

100 —— AB. =025V is still active. The first argument depends on the
02- ﬁijjigﬁi :z .................. difference in adsorption energy between step and ter-
S 104} race sites, AFE;,. If the O atoms adsorbed at step and
106 / terrace sites are in equilibrium with each other, the
i terrace coverage Oy is related to the step coverage O

0.0

by the following relationship [174]:

o—ABs /KT

e—AEts/kT + (@L _ 1) .

O, = (4.15)

Figure 4.20: Coverage of terrace
sites vs coverage of step sites, as in Figure 4.20 shows how ©, evolves as a function of ©;
Eq. 4.15. for AE;, = 0.57, 0.38, 0.25 eV at 400 K. The first
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two values correspond to the calculation done by Feibelman for {100} and {111} steps,
respectively [162]. Such values would exclude an efficient transfer of O atoms from
step to terrace sites, which becomes relevant only for AFE;, < 0.25 eV. Values of AE;,
estimated experimentally range about 0.35 eV [175]. The second option looks more
realistic, expecially in light of the results by Zambelli et al. [21], who observed enhanced
O, dissociation in the proximity of chemisorbed O atoms on Pt(111) terraces. Occupied
step sites could therefore augment dissociation on nearby terrace sites.

We obtained further confirmation of the reactivity of saturated step sites by com-
paring the O, exposure that leads to the formation of the O p(2 x 2) pattern on Pt(779)
and on Pt(111), analogously to what we did in Fig. 4.19(c) for Pt(779) and 1 row
Ag/Pt(779). The intensity due the O p(2 x 2) diffraction peak on Pt(111) saturates at
~ 800 L O, a factor ~ 8 more slowly than on the stepped surface. If the O-saturated
steps on Pt(779) did not participate in the dissociation process, we would expect that
about the same amount of O is needed to obtain the p(2 x 2) pattern on both surfaces,
since step saturation is complete after only ~ 2 L (see Fig. 4.9). We conclude that, in
the general case of adsorption on stepped surfaces, one cannot neglect the role of the

steps, even after saturation (blocking) of all step sites by the adsorbing species.

4.5 Selective reactivity of decorated steps

As we have discussed in the preceeding sections, bonding with another species can induce
significant changes in the band structure of a metal. Novel and interesting modifications
in the reactivity of metal compounds are obtained in this way [113]. Thanks to the
combined use of TEAS and STM and to the ability to deposit controlled amounts of
material near specific adsorption sites, we have the opportunity here to investigate the
local reactivity of bimetal surfaces with respect to different adsorbed species. We let
the surface structure unaltered and observe how a change in the chemical identity of the
step atoms affects the chemisorption process. This allows us to isolate the contribution
of a second metal to the reactivity of step sites towards Os, Hy, and CO. The results
for Oy have been already presented in Sec. 4.4.

In Fig. 4.21(a) we show the comparison between CO adsorption on a clean and Ag-
decorated Pt(997) surface. The CO case is particularly interesting because, contrary to
04, CO does not dissociate on Pt. Asin the O case, CO still adsorbs preferentially at the
former Pt edge sites after Ag step decoration and not on terrace sites. No perceivable
displacement is observed with respect to the adsorption sites on clean Pt. If they were

allowed to choose between Ag-decorated and Ag-free steps, CO molecules would go for
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Figure 4.21: (a) CO (white dots) adsorbed at the step edges of Pt(997). Step down direction

is from right to left. (b) CO adsorption after decoration of the Pt steps with a monatomic
Ag row: most CO molecules are found at the right of the Ag row, on Pt edge sites. (c) CO
adsorption after partial decoration of the Pt steps with Ag: CO prefers to bind to Ag-free
steps.

the latter ones, as in Fig. 4.21(c). This behavior is similar to that of O atoms. The
CO adsorption rate vs Ag coverage, however, is markedly different from that of O.
Observe Fig. 4.22(a): the slope of the CO TEAS curves does not change significantly
between the clean and Ag-decorated surface; I/I, approaches zero at the same CO
exposure in both curves. Hence, CO sticking on a Pt stepped surface is not affected
by Ag step decoration. An early study by Davies et al. [176] had found similar results
on CO/Ag/Pt(553) although the morphology of the Ag overlayer had been incorrectly

characterized.

Since CO does not dissociate upon adsorption on Pt, step sites do not “boost” the
CO adsorption rate as for O and H.% To confirm the hypothesis that a modification of
the step environment largely influences the sticking of molecular species that dissociate
upon adsorption, we have repeated the same experiment as in Fig. 4.21(a) dosing H,
on a clean and Ag-decorated Pt(779) surface (b). The Hy dissociative sticking on 1 row
Ag/Pt(779) is decreased by a factor of four. By decorating the Pt step edges with Ag
we have therefore obtained a surface where the adsorption rate of molecular species that
chemisorb molecularly or dissociatively can be modified in a selective way.

Contrary to O and CO that still bind to Pt step sites after Ag decoration, H atoms
seem to be pushed away from the steps by the presence of Ag. By monitoring the
TEAS intensity at grazing incidence (step sensitivity condition) we see that I/ does

not decrease due to Hy dosing on the Ag-decorated steps [Fig. 4.23(a)]. A comparison

6Note also that the CO sticking coefficient on a flat Pt surface is already close to 1 at room temper-
ature [20].
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Figure 4.22: (a) Non-grazing TEAS intensity as a function of gas exposure for Og at 400 K,
and CO at 340 K on clean and on 1 row Ag/Pt(997). 0; = 55.6°, 6y = 44.2°. (b) Same as
(a) for Hy dosing at 315 K on Pt(779) and on 1 row Ag/Pt(779). 6; = 56.6°, 6y = 42.5°.
The slow decay of the TEAS intensity for Oy and Hy in the presence of Ag indicates that the

dissociation rate is considerably reduced with respect to clean Pt.

with O and CO shows that Ag slows down O step adsorption considerably [Fig. 4.23(b)],
whereas CO step adsorption is more or less unvaried [Fig. 4.23(c)]. In the Hy case, Ag
not only decreases the adsorption rate but it seems to forbid occupation of the former

Pt step sites on the surface.

The results for CO adsorption are in line with the widespread opinion that the noble
metal atoms on transition metal surfaces act as mere “site-blockers” for the reactant
species [176,178-182]. However, the strong decrease in the dissociation rate of O,
and Hy caused by Ag decoration of the Pt step edges shows that this picture is not
complete. Neither can noble metals be always considered as site-blockers (in particular
with respect to defect sites as shown here), nor can they be considered as inert. A
comparison between our results and those by Besenbacher et al. on CH, dissociation on
a Au-alloyed Ni(111) surface [183] shows that this is especially true for substrates with
a high density of defects. Group IB metals are often employed as diluents in catalysts
containing transition metals as the active components [178,180,183]. Given the high
number of surface defects in the small crystallites used in actual catalysts and the likely
nucleation of noble metal atoms at surface sites, considerable attention should be given

to this effect.

Not all noble metals modify adsorption at Pt steps in the same way. We report in
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Figure 4.23: TEAS curves in grazing incident conditions, 6; = 6y = 83°. (a) Hy dosing on
Pt(779) at 400 K, 1 x 10~7 mbar Hy. (b) Oz dosing on Pt(779) at 400 K, 1 x 10~ mbar Os. (c)
CO dosing on Pt(997) at 340 K, 1 x 10~8 mbar CO. The full dots peak at 0.5 L is due to the
completion of 1 row CO at the steps, as for metals (see Sec. 2), and Xe [177]. The comparison
between panel (a) and Fig. 4.22(b) suggests that Ag selectively inhibits H adsorption at the
steps.

Fig. 4.24 the TEAS curves measured during Oy exposure of Pt(997) whose steps have
been decorated by a monatomic row of Cu atoms. Compared to the clean Pt(997) curve
there is no appreciable difference in the initial O adsorption rate. There is however a
change of slope around 6 L which we attribute to inhibition of the O atoms exchange
between step and terrace sites due to the stronger bonding of O on Cu with respect
to Pt [146]. It is also evident that O adsorption on 1 ML Cu/Pt(997) proceeds much
faster than on a clean Pt surface, whereas negligible O adsorption is found on 1 ML
Ag/Pt(997) [Fig. 4.16].

Proposals of further experiments and conclusions

Up to now we have considered adsorption of single species. The next step would in-
volve the study of surface reactions between different admolecules. We present here an
overview of what could be done following the main lines of the experiments presented
above.

Pt is well known as a model catalyst for the CO oxidation reaction. Many stud-

ies have pointed out that defect sites might have an influence on the CO, production
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Figure 4.24: Non-grazing TEAS intensity as a function of Oy exposure for clean Pt(997), 1
row Cu/Pt(997), and 1 ML Cu/Pt(997) at 350 K. 0; = 54.8°, §; = 41.9°.

rate [12,163,184]. Xu et al. have found that the most favorable reaction sites at high
CO coverage for the oxidation of CO involve CO species adsorbed on (111) terrace
sites adjacent to O species adsorbed on step sites [184]. A clear distinction between
geometrical and electronic factors influencing the reaction rate could not be made. In
principle, this can be achieved by comparing reaction rates near Ag-decorated steps, as
for the situation imaged in Fig. 4.25. Unfortunately, the fixed 77 K temperature of our
STM did not allow us to do so, nor is TEAS able to distinguish between O and CO

adsorption.

Pt(111) is also an excellent catalytic surface for the water formation reaction. The
kinetics of water formation is however complex [185] and the role of specific adsorption
sites is not fully clarified [186-188]. We report the preliminary results of a simple
experiment which can be used to shed some light on the subject. We have pre-dosed
Pt(111), Ag-free and Ag-decorated Pt(997) and Pt(779), with different O coverages;
subsequent exposure to Hs leads to water formation and desorption. The TEAS intensity
is monitored during both O adsorption and H, dosing. Due to the extremely high
reaction rate between H and O adsorbed on Pt [189], Hy dosing is very efficient in
removing O from the surface. The short residence time of H on Pt at 400 K due to
thermal desorption ensures that there is very few residual H on the surface. The TEAS

signal /I, can therefore be considered to depend only on the presence of adsorbed O.
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Figure 4.25: Co-adsorption of O and CO at Ag-decorated steps. At 7' < 150 K the CO;
production reaction is thermally inhibited [184].

The 1 — /I, value after Oy dosing is taken to be proportional to the O coverage, an
assumption that is valid at least in the low coverage limit [3]. Then we expose the O-
covered surface to Hy and we measure how much hydrogen is needed to react away all the
oxygen. By comparison of the TEAS curves in grazing and non-grazing incidence, we
find that O at step sites is removed last. This is a consequence of the strong O-Pt bond
at the step sites, which results in a slower H,O reaction rate compared to terrace sites.
Steps, on the other hand, favor the H adsorption on the surface, which is a prerequisite
for the reaction to occur. The overall reaction rate is eventually determined by the
competition between step-enhanced adsorption and step-reduced water formation. By
decorating the steps with Ag we reduce the step-enhanced adsorption (Secs. 4.3 and 4.5)
while (most likely) increasing the water formation rate at the steps (due to the weaker
O-Pt bonding at the Ag-decorated steps). We are then able to determine which of the
two effects is the most relevant one. Figure 4.26 reports the reagent exposure ¢y, for
given 1 — I /Iy coverages of O. By comparing the linear fits in the low coverage limit,
we see that the addition of Ag to the step edges slows the reaction down by a factor of
about 3£0.2 for both surfaces. Hence, we suggest that, despite a local reduction effect,
the presence of defect sites on Pt increases the H,O overall formation rate due to the

enhanced adsorption rate of the reagents.

In conclusion, we have conducted an atomic-scale study of the reactivity of specific
adsorption sites on a Pt surface. We have found that O, dissociate preferentially on the
upper edge of Pt steps due to the peculiar electronic configuration of step sites only.
Decoration of the step sites of a Pt vicinal surface with monatomic Ag chains leads

to a selective modification of the reactivity of the substrate towards dissociative and
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non-dissociative chemisorption. The dissociation rate of Oy (Hsy) at the Ag-decorated
step sites sites is ten (four)-fold reduced with respect to pure Pt steps. This behavior is
exclusively attributed to local electronic effects due to Ag binding with Pt next to the
specific adsorption sites and not to site-blocking. In the dissociative case, adsorption on
terrace sites is found to be dependent on the step reactivity even after step saturation by
the adsorbed species. The CO adsorption rate is not affected by Ag. Furthermore, we
showed that the controlled modification of the chemical identity of specific adsorption

sites on a given surface can lead to a better understanding of their individual reactivity.

+ Pt(779)
¢ Pt(997)
2+ x 1row Ag/Pt(779) o

1 row Ag/Pt(997)

0.0 0.2 0.4 0.6 0.8 1.0

1-1I,

Figure 4.26: Hs titration of O adsorbed on Pt(779) and Pt(997). The O coverage is given
by the decrease in reflectivity 1 — I/ caused by O adsorption. The solid lines are fits to the
Pt(779) data.
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Chapter 5

Electronic states of Co and Cu

monatomic wires

The electronic properties of low-dimensional metal systems are in many ways different
from those of the bulk constituents. This is most evident when electrons are severely con-
fined in one or two dimensions [42,65,190-194]. In our one-dimensional chains grown on
vicinal surfaces we cannot speak properly of electron confinement since the chain states
are inevitably coupled to the metal substrate states. Nevertheless, we show in this chap-
ter that distinct electronic states show up in valence band photoemission spectra as Cu
and Co monatomic chains are deposited on Pt(997). In particular, Co spectra indicate
that the 3d Co band is exchange-split in one-dimensional systems, demonstrating the
presence of magnetic moments that are localized near the Co atoms [195].

To investigate the electronic structure of Cu and Co nanowires, we introduce first
angle-resolved photoemission spectroscopy (ARPES). ARPES is the method of choice
to probe the occupied electronic states of any material. The technique is based on the
analysis of the interaction of electromagnetic radiation with a macroscopic portion of the
sample, about 0.5 mm? in size. We thereby justify the care taken in chapter 2 to obtain
substrates with a uniform distribution of regular wires over large spatial extensions.

The photoemission process is described on a general footing in Sec. 5.1. Core level
photoemission is also treated in this chapter to introduce the basics of x-ray magnetic
circular dichroism (XMCD), a technique based on x-ray core level absorption, which we
will employ in Chapter 6 to investigate the magnetic behavior of Co wires.

Since ARPES and XMCD require a tunable source of polarized light in the UV -
soft x-ray range and an extremely intense photon beam to achieve sensitivity to sub-
monolayer amounts of material, the experiments described in Secs. 5.2 and 6 have

been carried out at synchrotron facilities. These measurements have been conducted

101
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in collaboration with the group of C. Carbone and W. Eberhardt from the Institut fir
Festkorperforschung of the Forschungszentrum Jiilich. An elementary introduction to

synchrotron radiation is presented in the following paragraph.

Some useful properties of synchrotron radiation

Synchrotron radiation is emitted by charged elementary particles - typically electrons -
moving close to the speed of light as their trajectory is deflected by a bending device.
The latter can be either a single bending magnet or a periodic array of magnets (wiggler
or undulator). A discussion of the physics underlying the radiation process is outside
the scope of this thesis and it is left to the extensive literature on the subject (see, e.g.,
Refs. [196-198]). Here we just mention the main characteristics that make synchrotron

light an extremely valuable probe for condensed matter studies:

- Tunable emission spectrum with a bandwidth that depends on the characteristics
of the bending device. The central frequency of the emitted photons, being an
increasing function of the radiating particles energy and of the strength of the
bending magnetic field, can be varied with continuity. This makes synchrotron
radiation the only tunable photon source in the UV and soft x-ray region (10-1000
eV), which is the relevant spectral range for valence band and core level atomic

excitation processes.

- Huigh intensity; the power emitted by a single electron increases very rapidly with

its energy and with the strength of the bending field.

- High collimation; because of the relativistic velocity of the electrons the radiation
is emitted in a narrow cone tangential to their curved trajectory. Together with
the elevated intensity, the high degree of collimation determines the extraordinary
brightness of synchrotron radiation (defined as the number of photons emitted by
a radiative source per unit time, solid angle, and area in 0.1% bandwidth). The
high brightness allows to concentrate under a well-defined angle a large number

of photons on a small sample area, increasing the sensitivity of the experiment.

- High degree of polarization; the type of emitting device and the direction of emis-

sion determine the polarization vector.

The peculiar properties of synchrotron radiation allow to control the photon energy,
direction, and polarization parameters in photoemission and photoabsorption experi-

ments. The high brightness of synchrotron light pushes the sensitivity of emission and
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absorption spectroscopies, such as ARPES and XMCD, to only a few percent of a mono-

layer of material.

5.1 The Photoemission process

Principles

The emission of electrons resulting from light absorption is the base of both pho-

toemission and photoabsorption spectroscopies. It is treated here on a general foot-

ing, while specific aspects relative to ARPES and XMCD are examined separately.

Binding A (a) Ekin
energy

ho
Eyac , g §
Er 0
valence hio
band

core level

Figure 5.1: Schematic illustration of the photoemis-
sion process. The energy hw of the incoming pho-
ton is transferred to an electron in a bound state so
that the photon is annihilated and the electron ex-
cited. The density of electronic states in the solid (a)

is reflected in (b) modulated by the final density of

states (adapted from Ref. [199]).

In the photoelectric effect, an elec-
tron in a bound state of a solid
is excited into an unbound (free-
electron) state by absorption of a
photon of energy Aw. From the un-
bound state the electron can escape
the solid yielding a measurable pho-
tocurrent. Neglecting many-body
effects, the final energy of the ex-
cited electron is given by the energy

conservation relationship
e =hw+e;, (e;<0) (5.1)

where ¢; is the energy of the bound
state; both €7 and ¢; are measured
with respect to the Fermi level E.
There will, of course, be no photo-
effect below the threshold for ion-

izing the least-bound electron from

an outer shell. As the electron escapes the solid, its kinetic energy is given by

Erin = €5 — P, where ® is the work function of the material. Figure 5.1 illustrates

the photoexcitation process of electrons in core or valence states in a solid.

The absorption of a photon beam of intensity I penetrating into the solid is described

by the exponential law

I= Ioe*’””

(5.2)
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Figure 5.3: Energy dependence of the escape

Figure 5.2: Penetration depth of pho- depth of excited electrons showing the mean free
tons and escape depth of photoelec- path as a function of kinetic energy for met-
trons. Inelasting scattering of the pri- als (M) and insulators (I), for electron-electron
mary photoelectrons (dotted line) re- (Xe_e) and electron-phonon (\._p,) scattering.
sults in an electron cascade (solid lines). (Adapted from Ref. [199]).

where x is the penetration length and p is the (energy-dependent) radiation absorption
coefficient. g is related to the absorption cross section o by the atomic volume density
of the sample n, (atoms/cm?®) according to 4 = n,o. In a metal, for photons in the
UV or soft x-ray range the penetration depth 1/p is about 500 A. However, the probing
depth range of the various spectroscopies that rely on the photoelectric effect is actually
determined by the short mean free path of the photoelectrons generated inside the
solid, as illustrated in Fig. 5.2. Electron-electron, electron-plasmon, and electron-phonon
interactions can inelastically scatter the photoelectrons on their way to the surface.
The relative importance of the scattering mechanism depends on the kinetic energy
of the electrons and follows a universal curve (with small variations depending on the
material) which is shown in Fig. 5.3. Photons in the 10-1000 eV range produce primary
photoelectrons with a mean free path of the order of 10 A. Photoemission spectroscopy is
therefore inherently surface sensitive. The inelastic scattering of the primary electrons
results in an electron cascade constituted by the so-called secondary electrons. The
fraction of secondaries that escape the surface has a smaller energy than predicted by
Eq. 5.1: it represents the smooth low-energy tail of a photoemission spectrum, which is
easily distinguisheable from the more structured primary region. As we will see later on,
in ARPES only the primary electron spectrum is considered, whereas in x-ray absorption

spectroscopy (XAS) all electrons escaping the sample are counted.

For most practical purposes, photoemission can thus be thought to occur in three-
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steps:!

- photon absorption in the solid with consequent primary photoelectron excitation

from a bound to an unbound state;
- electron transport to the surface;

- escape from the surface, i.e. passage of the electron through the surface potential.

On a first approximation, the number of both primaries and secondaries escaping
the surface is proportional to the absorption cross section o. To interpretate ARPES

and XAS spectra we need therefore to relate o to the electronic structure of the sample.

The absorption cross section

Consider a monochromatic photon beam incident on the sample; the associated electro-

magnetic field can be described by a vector potential of the form
A(r,t) = A(r)e ™" (5.3)

where Aw is the photon energy. The transition probability per unit time that an electron,
upon absorption of a photon, is excited from an initial state ¥; of energy E; to a final

state Wy of energy E is given by the Golden Rule expression [204,205]

2T , 2
Py = fZ (W | H' )| 0(Ey — B; — hw) . (5.4)
f

where the summation is carried over the various experimentally-indistinguishable
symmetry-degenerate final states, and H' is the interaction Hamiltonian. Note that
the delta function accounts for energy conservation as anticipated in Eq. 5.1. To first

order in A, i.e. considering only one-photon processes,

€

H = (PA+AP) (5.5)

2me

where m is the electron mass and P = Zfil p; is the electron momentum operator for
the N electrons of the system. The differential cross section for the absorption process

is then proportional to Eq. 5.4 summed over all possible initial states and reads

do 2
g~ > (T PA+AP|T)| §(E— E; — hw). (5.6)
if

L A more formally correct representation of the photoemission process is discussed in Refs. [199-203].
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Equation 5.6 contains the essential physics behind photoemission and allows to relate
the electronic structure of the sample to o, which is a measurable quantity.

With a few assumptions the transition matrix element can be further simplified. By
making use of the commutator [A, p| = iAV - A, and choosing a gauge such that V - A =
0, H' reduces to (e/mc) A P.?2 Moreover, if the wavelength of the incident radiation
is large compared to the electronic shells typical dimensions, A can be considered as a
constant in the integral involving the A P operator (dipole approximation). The matrix

element in Eq. 5.6 then reads
Mig = A - (V| P[¥;). (5.7)

Until now no assumption has been made on the initial and final states appearing in
the above expressions. Since the aim of emission and absorption spectroscopies is that
of gathering information on ¥; and Wy, respectively, we need to relate the excitations
observed in the experimental spectra to specific characteristics (energy and quantum

numbers) of the initial and final states.

Single particle and many-body effects

Atoms and solids are complicated many-body systems of electrons all interacting with
each other. In general, ¥; and ¥; have to be considered as /N-electrons wave functions
of the system under investigation. There are several levels of accuracy in approximating
the correct many-body wave functions. A fairly good description of ¥; and ¥, can
be obtained in the configuration interaction scheme [200,206,207], where any of the ¥
is expressed as a sum of Slater determinants [149] with properly chosen one-electron
(Hartree-Fock) basis functions, each determinant describing a different configuration of
the N-electron system. This approach is particularly useful when the ground state of
an atomic system is described as a bonding combination of different configurations, e.g.
the 3d®4s?, 3d%4s, 3d'° states for Ni atoms in the metal [206,207]. The mixing of the
various configurations into either the final or the initial states can affect the observed
intensity of a given final state appreciably, depending on the matrix element 5.7. In Ni
core and valence band photoemission spectra [208] as well as in x-ray absorption [45], for
instance, peaks corresponding to the transitions between different configuration states

of both the initial atom and the final ion are observed at different energies.

2The V - A = 0 condition is rigorously valid only in an uniform medium. We neglect here the fact
that a strong spatial dependence in the vector potential can be induced by the discontinuity at the

sample surface, expecially if w is close to the plasma frequency of the solid [199].
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A simpler, but more widely used approximation is that where ¥;(/N) and ¥;(NN) are
factorized into antisymmetrized products of single-particles Hartree-Fock wave func-
tions, i.e. they are represented by just a single Slater determinant. The basis set
generally differs for ¥;(N) and ¥ (V) to account for the rearrangement of the electrons
in the final ion state. By assuming a strong one-electron character for the photoemission
process [200], the initial N-particle state can be written as the product of an “active”
single-particle state ¢; times the Slater determinant of the remaining N — 1 electrons
V(N —1):

Vi(N) = T{¢s, ¥i(N — 1)} (5.8)

where 7 is a proper antisymmetrizer operator. If the photoelectron decouples rapidly
from the N — 1 remaining electrons after excitation with respect to their relaxation time

(sudden approximation) we can write a similar expression for W (N):
Vi (N) =TH{¢p, ¥s(N = 1)}. (5.9)
The matrix element then becomes
My = A~ (6] p160) (¥;(N — DW,(N = 1)) (510

where the sum over the single-particle momentum operators p; coincides with the sum
over the initial states in Eq. 5.6 and has been left out. The last term represents an
overlap integral over N — 1 electrons between the final ion wave function and the initial
“passive” electrons in the presence of the “active” electron. The energy relative to the

initial and final states can be expressed as
Ei=e+E, ,, Ej=c+E_,. (5.11)

Here ¢; and ¢; represent single-particle Hartree-Fock levels, E% _, and Ez(r_1 the energies

of the initial and final (IV — 1)-electron states, respectively. Energy conservation implies
ep=hw+te+(Ey_ —EL_). (5.12)

The Ae, = EY_| — E}:,_l term represents the relaxation energy that is gained by the
readjustment of the (IV — 1) electrons into eigenstates of the final ion hamiltonian. This
energy is effectively passed on to the photoelectron, shifting up €7 by an amount Ae,
(see Fig. 5.4). In molecules and solids the relaxation energy is larger with respect to
isolated atoms due to the charge flow from the neighbors towards the ion that carries

the hole (extra-atomic relaxation). In the end, the ARPES-measured binding energies
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Figure 5.4: Energy levels diagrams for core level excitations. Left panel: atomic photoion-
ization showing the main line shifted by Ae,, shake-up and shake-off satellites. Right panel:
Solid state photoemission; note that the relaxation energy is larger with respect to the atomic
case due to the valence band electrons additional screening of the photohole (adapted from
Gadzuk, in Ref. [199]).

are actually hole-state energies, i.e. the difference between the total energy of a system
with NV electrons and one with N — 1 electrons. If the final state with (N — 1) electrons
has s excited states with wave functions W$(N — 1) and energy EL® | greater than
the ion ground state, the transition matrix element in Eq. 5.10 must be calculated by
summing over all possible excited final states. For strongly correlated systems, the
overlap integral in Eq.5.10 is non-zero for at least some of the s excited states; in this
case the energy of the excited states of the emitting atom is taken away from e giving
rise to additional peaks (satellites or multi-electrons excitations) in the photoemission
spectrum. Satellite features, therefore, appear always at a lower ; with respect to
the peak representing the ionic ground state (main line). The spectrum of the satellite
peaks is discrete in case the final ion excitation is a transition to a bound state (multiplet
and shake up transitions) or continuos if a second electron is excited above the vacuum
level (shake off ). Processes analogous to shake-ups and shake-offs are also expected to
occur during core-level emission from metals, where the form of the DOS curve above

the Fermi energy provides a continuos range of allowed excitation energies (creation
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of electron-hole pairs across the Fermi surface), rather than the discrete set available
in atoms or molecules [200]. Many-body effects in valence band spectra of solids are
generally strongly reduced on metals with wide bands formed by well delocalized states.
In this case the screening of the photohole is almost perfect and therefore the final
state energy equals the initial state one-electron energy. Significant correlation effects
are nonetheless expected for narrow bands and more localized states. Satellites due to
core hole - valence hole correlation effects will indeed be observed in the XAS spectra
of Co in Sec. 6.4. Further many-body effects observed in metals are the creation of
plasmon excitations during the formation of a core hole (intrinsic plasmon losses) and
plasmon created during the photoelectron escape from the material (eztrinsic plasmon
losses) [208]. A pictorial view of many-body excitation losses observed in photoemission
spectra of atoms and solids is reported in Fig. 5.4.

The simplest approximation which allows a more intuitive picture of photoemission
is that of considering the N electrons as non-interacting. This approach is often suf-
ficient to interpret the photoemission spectra of metals. In the independent-electron
approximation the (N — 1) electrons overlap integral in Eq. 5.10 is equal to 1 and
Ejfvf1 — E%_, = 0. The problem is reduced to the transition between two single-particle
levels. The measurement of the kinetic energy of the photoelectrons directly yields the
energy of the single-particle occupied levels and the transitions are restricted by selection
rules that facilitate the mapping of the electronic structure of the sample. The direction
of the polarization vector €, for instance, enters in Eq. 5.10 by writing A = A€ and it de-
termines the orbital symmetry of the states involved in the transition. If the initial and
final states are represented by ¢, ;. ;. states, we have the well-known dipole selection
rules: Al = £1 (parity), Al, =0, £1 (angular momentum conservation), As, = 0 since
the spin does not enter in the Hamiltonian H'. For core levels which are described in
the j — j coupling scheme (¢ jm, notation), these rules become: Aj = 0, £1 (parity),
Am = %1 for circularly polarized light, and Am = 0 for linearly polarized light. These
rules will be employed in Chapter 6 to identify the transitions in the XAS spectra of
Co.

Valence band photoemission

Band electrons in a solid are completely characterized by a set of quantum numbers

such as energy E, momentum k, point-group symmetry, > and spin. ARPES spectra

3Point-group symmetry quantum numbers are related to the crystal symmetry operations. They
are analogous to the angular momentum in atoms and molecules which is related to the rotational

symmetry.
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Figure 5.5: Diagram showing the experimental parameters of a fully-characterized photoe-

mission experiment (from Ref. [203]).

allow, under certain assumptions, to determine the quantum numbers of the occupied
electronic states by analysing the kinetic energy, the angular directions, and the spin of
the primary electrons emitted by the sample due to photoexcitation with a polarized
monochromatic photon beam of known energy [199-203]. Figure 5.5 shows the relevant
parameters in a typical ARPES experiment. In the independent particle approximation,
by measuring the kinetic energy of the photoexcited electrons, Eq. 5.1 directly allows
us to calculate the energy of the occupied states of the sample. This is already a good
piece of information. Figure 5.6 shows an ARPES spectrum of Pt(997) taken at photon
energy hw = 122 eV. This value determines the energy of the most inner bound state
that can be excited. Analysing the kinetic energy of the emitted electrons, excitations of
the Pt levels show up as peaks in the measured photoelectron current. Note that the core
electrons yield sharp transition lines whose position is typical of each element, whereas
the valence band states yield a continuos spectrum; a simple energy analysis is sufficient
to define the core levels in a solid due to their atom-like character. For a complete
characterization of band states, however, one needs to measure both the energy and the
momentum components of the electrons with respect to the crystallographic axis. The
3D (2D, 1D) periodicity of the bulk (surface) electron potential V' in a solid is responsible
for the k-selection rules that allow to determine the momentum of the occupied band
states in angle-resolved photoemission. Considering ¢; and ¢; as Bloch states, the

momentum components of the excited electron inside the crystal k; are equal to the
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Figure 5.6: Left panel: Normal emission ARPES spectrum of Pt(997) taken at hiw = 122 eV.
The assignement of the transitions is made by comparison with tabulated values of the Pt
levels [208]. The background of the secondary electrons increase exponentially approaching
the photon energy. Right panel: diagrams showing (a) core level transitions; (b) valence band
transitions; (c) Secondary emission; (d) Auger transitions. Auger peaks can be identified as

their kinetic energy is independent on the photon energy.

momentum of the initial state k; modulo a reciprocal lattice vector G.* As the electron
escapes a 3D crystal, it is refracted by the work-function barrier at the surface. Only
the momentum component parallel to the surface k| modulo Gy is conserved, which
can easily be determined in the direction specified by the detector’s angles defined
in Fig. 5.5 by the relationship k| = \/msin .. To determine the vertical
component of ky one needs to know or assume a dispersion relation for the final states
E(ky) and then use energy conservation. The knowledge of kjj, however, is sufficient to
completely determine the band structure of 2D or 1D systems such as ultrathin films
and nanowires. In confined 1D electron systems the electronic band structure becomes
quantized in the transverse direction and the continuum of energies remains only in
the longitudinal direction. It is difficult to obtain truly confined 1D states, however,
since bulk states are able to couple to wire states relatively easily by projection in the

directions perpendicular to the wires [93]. Even if there is no true confinement for Co

4Momentum conservation can be easily proved by making use of commutator rules for p such that
the matrix element in Eq. 5.10 becomes proportional to A - (¢¢| VV |¢;) and by expanding V in Fourier
series in k-space. The photon momentum can be negliged for iw < 1000 eV; simultaneous conservation
of energy and momentum in the scattering event is ensured by the crystal lattice which provides

momentum in multiple amounts of G.
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and Cu wires on Pt(997), one would expect to observe a uniaxial dispersion behavior
along the wires for our system. Unfortunately, the characterization of the Co and Cu
wire bands in k-space could not be satisfactorily carried out in our experiments due to
the superposition of Pt and Co (or Cu) dispersion. Further discussion of this point is

reported in Sec. 5.2.

ARPES experimental setup

The ARPES experiments presented here have been performed at the BESSY storage ring
in Berlin at the TGM 5 undulator beamline [209]. The experimental setup is sketched in
Fig. 5.7. The sample is mounted on a manipulator that allows to rotate the azimuthal
and polar emission angles with respect to the detector, which is fixed and forms an
angle of 30° with the photon beam. The preparation of Co and Cu wires on Pt(997)
was done in situ by evaporating Co and Cu at 300 K with the procedure described in
Sec. 2. The surface periodicity was checked by LEED, while Co and Cu coverages have
been calibrated with a quartz-microbalance. The energy analysis of the photoemitted
electrons was performed with a 90°-spherical electron analyzer (energy resolution ~
250 meV) by applying a voltage ramp to the sample while the analyzer potentials are
kept constant. The angular acceptance of the electron analyzer is +£1°. The synchrotron
radiation coming from the storage ring was linearly polarized in the scattering plane (p-
polarized) and it was monochromatized by a toroidal grating monochromator prior to

entering the sample chamber. The probed sample area is of the order of 0.5 mm?. The

Detector |
' Back-scattering
Au-foll Detectors o
Magnetization
coils )
Y (110)-axis
100 kv Sample

Accelerator € SPfr”

90° Spherical

Analyzer N

X
(110)-axis

Aperture

Synchrotron-radiation lenses

(Elx)

Figure 5.7: Experimental setup at BESSY TGM 5 beamline (from Ref. [210]).
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Au foil and the back-scattering detectors that are visible in Fig. 5.7 allow to measure
the transverse spin of the electrons by Mott scattering [211]. For ferromagnetic systems,
spin-resolved ARPES spectra would evidence the in-plane remanent spin-polarization

of valence band states.

5.2 Cu and Co chain states

Cu and Co 3d vs Pt 5d photoionization cross sections

Considering the small coverage of Cu or Co that corresponds to a monatomic chain
array on Pt(997), one serious problem encountered in the experiment was the iso-
lation of Cu and Co chain-induced states from the Pt background in angle-resolved
photoemission spectra. In order to identify the Cu and Co 3d wvs the Pt 5d con-
tributions to the valence-band photoemission, we have made use of the difference in
the photon energy dependence of the 3d and 5d photoionization cross sections. Fig-
ure 5.8(a) shows the photoemission spectra of clean Pt(997) and of 0.12 ML Co on
Pt(997) taken at a photon energy of 40 eV: the two spectra are nearly the same,
rendering the identification of Co states impossible. In order to increase the sen-

sitivity to Cu and Co over Pt, we take advantage of the Cooper minimum [212]

a)hw=40eV

b) hw =143 eV

Intensity (arb. units)

_esses— 0.1 ML Co/Pt(997)

Pt(997)

| I | I | I | I | I |
5 4 3 2 1 0

Binding energy (eV)

Figure 5.8: Photoemission spectra of clean Pt(997) and of 0.12 ML Co on Pt(997) taken at
a photon energy of 40 eV (a) and 143 eV (b).
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in the Pt 5d cross section.” The Pt 5d cross section rises to a maximum around
fww = 50 eV and then drops to a broad minimum starting at around 150 eV [213,214].

The minimum in the cross section is a gen-

eral occurence for orbitals with nodes in their
wave functions [212]; for 3d orbitals the cross
section merely increases and then decreases
with energy. At 150 eV the ratios of Cu and
Co 3d to Pt 5d emission is about 15 [213,214].
This factor is responsible for the enhance-
ment of the Co contribution in the pho-
toemission spectrum reported in Fig. 5.8(b)
taken at hw = 143 eV. The chain-induced
states that show up in Fig. 5.8(b) following

Co deposition have therefore a prevalent 3d

character.
73&91\9/[71; Co/Pt(997) & Even if high photon energies allowed to
o distinguish between Cu, Co and Pt states,
-8 -6 -4 -2 0 following the chain-induced states band dis-
Binding energy (eV)

persion with kj proved to be a difficult task.
Figure 5.9: Photoemission spectra of Figure 5.9 shows a series of spectra taken be-
0.10 ML Co on Pt(997) taken at hw = tween 0° and 8° from normal incidence along
122 eV for different emission angles 6, in the the direction parallel to the wires for 0.10 ML
direction parallel to the steps (see diagram). Co on Pt(997): although emission features
due to Co can easily be identified, no clear-

cut Co dispersion behavior can be isolated from that of the Pt bands.

Cu chain-induced 3d states

Figure 5.10 shows the development of Cu 3d states with increasing Cu coverage. Already
at coverages below 0.1 ML we observe the formation of a single Cu 3d state at a binding
energy of 2.3 eV. No Cu-derived states can be found close to the Fermi level because
the d-band is entirely filled in Cu and the photoemission cross section for sp states is
very small in this photon energy range. The Cu 3d peak shifts to a higher binding
energy above 0.17 ML and reaches 2.7 eV at 2.0 ML. The evolution of the Cu 3d

state on Pt(997) reflects changes in the electronic structure due to the modification

®Emission from sp states gives a much smaller contribution with respect to d states.
6The number of nodes in the radial wave function is n — I — 1, hence 3d orbitals do not have nodes.
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Figure 5.10: Photoemission spectra taken at a photon energy of 122 eV at normal emission

displaying the evolution of Cu states on Pt(997) with increasing Cu coverage.

of the bonding configuration of Cu atoms. The observed shift starts around 0.17 ML,
in correspondance with the transition from a 1D to a 2D wire structure. Contrary to
what we observe here, for systems with 2D islands or 3D cluster growth, increasing the
coverage in the submonolayer regime does not lead to observable changes in the electronic
structure because the atomic coordination already resembles that of a monolayer or of
the bulk, respectively [215,216]. For Cu on Pt(111), where growth proceeds in large 2D
islands [82], Shek et al. [217] have shown that the Cu 3d peak is found already at 2.6 eV
for coverages lower than 0.1 ML. A calculation of the binding energy corresponding to the
3d band centroid reported in the same paper yields 2.24 eV for a Cu atom embedded
in a Pt surface and 2.47 eV for a Cu adatom on Pt. For an ordered CusPt surface,
Schneider et al. [218] have reported a photoemission peak due to Cu states at 2.4 eV.
These values can be compared with the value of 2.3 eV for the chain states reported

here, which obviously corresponds to low-coordinated Cu atoms.

Co chain-induced 3d states

Figure 5.11 shows the evolution of the Co 3d states with Co coverage. Clearly the

spectra differ from those of Cu, reflecting differences in the electronic states of Co and
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Figure 5.11: Photoemission spectra taken at a photon energy of 122 eV, 4° off normal emis-

sion, displaying the evolution of Co states on Pt(997) with increasing Co coverage.

Cu chains. Two features become more evident with increasing coverage: one close to the
Fermi level and the other approximately at 2.4 eV. In order to isolate the contribution
due to the Co chain-induced states, a difference spectrum between 0.10 ML Co and clean
Pt is plotted in Fig. 5.12 together with the spectrum of a Co monolayer. The spectra
have been normalized to the amplitude of the Pt peak at ~ 4 e¢V. In contrast to the
single peak observed for the Cu chains, we observe two peaks for the Co chains, located
at 0.3 and 2.4 eV. It is very unlikely that one of the two Co peaks represents a Co-Pt
interface state. If that were the case, a similar feature would be observed also for Cu,
whose electronic structure differs from that of Co mainly in the energetic position of the
bands. We therefore attribute the double peak structure observed in Figs. 5.11 and
5.12 to the exchange splitting of the Co 3d bands. In ferromagnetic materials, electrons
in unfilled bands tend to maximize the total spin number due to the positive sign of the
exchange interaction (see Sec. 6.2). As a result, the minority (e.g. spin down) electrons
are pushed up in energy to avoid double occupancy of the same electronic states. This
causes the exchange splitting between up and down spin bands which shows up in the
photoemission spectra of Co valence band states. A schematic picture of the exchange-
split Co 3d-band is drawn in Fig. 5.13. In the Cu case the d-band is entirely filled and
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Figure 5.12: Difference spectrum for 0.10 ML Co evidencing the Co chain-induced states in
comparison with a photoemission spectrum of 1 ML Co (not a difference spectrum); hw =

122 €V.

no such effect can be observed (see Fig. 5.10).

Exchange splitting is the key to magnetism since it creates a spin unbalance that
produces the magnetic moment. There is actually an approximately linear correlation
between the 3d magnetic splitting and the local magnetic moment per atom in transition
metals. Averaging the exchange energy over different symmetries and k values one gets
that the 3d moment is of the order of 1up per electron volt exchange splitting [93].

The magnitude of the exchange splitting depends on the atomic coordination of
the system. Starting from a single 3d atom and going towards the bulk, the splitting
will be reduced as the d levels broaden and hybridize with the sp-states (Fig. 5.13).
We therefore expect our 1D chain states to have a larger splitting compared to Co
film and bulk states. The magnitude of the exchange splittings in Fig. 5.12 cannot be
safely compared without spin analysis, since the broad feature close to the Fermi level
observed in the 1 ML spectrum could consist of contributions from states of different
spin character and symmetry. However, we estimate that the exchange splitting for the
chain-induced Co states is large (= 2.1 eV) compared to typical values for Co thin films
(1.4-1.9 eV) [219,220] and for bulk Co (= 1.4 eV) [219,221]. This suggests in turn
that the local magnetic moments in Co monatomic chains are considerably larger with
respect to the Co films and bulk values. The larger values of d-exchange splitting for
monatomic metal chains were predicted in a pioneering theoretical study of the electronic

structure of Ni and Fe wire arrays by Weinert and Freeman published in 1983 [222]. Our
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data represent the first experimental proof of their predictions based on arrays of 1D
monatomic chains. More sophisticated calculations taking into account the presence of

the Pt substrate also confirm the results presented here [223].

The presence of a splitted band in the spin-integrated Co spectra does not im-
ply the existence of long-range magnetic ordering. The observed splitting testifies
only that the Co atoms in the chain structures have large local magnetic moments,
but it doesn’t tell anything about their alignment. To probe the magnetic ordering
one needs to perform spin-resolved measurements. If the Co chains were ferromag-
netic we would expect the remanent magnetization to show up in two spin polarized
states 2.1 eV apart. With the experimental setup described in Sec. 5.7 it is possible
to measure the in-plane spin polarization. The electrons that go through the energy
analyzer shown in Fig. 5.7 are accelerated to 100 keV and scattered by a thin Au foil.

The electron spin polarization results in a right-left

(a) asymmetry measured in the backscattered photocur-
rent [211]. Figure 5.14 shows the spin-resolved and
spin-integrated spectra of 0.1 ML Co on Pt(997) taken

/

at 100 K following the application of a magnetic field

W /\/ Hy in the direction perpendicular to the wires. The

arrows indicate the direction of the applied field with

Eex respect to the drawing in Fig. 5.7. Similar results are

(b) obtained if Hy is applied parallel to the wires. It is

—_— | -

evident that the Co chain-induced states are not spin-
polarized. In the absence of an external magnetic field,

the different orientation of the atomic magnetic mo-

ments results in mixed spin polarization of either of

the peaks observed in Figs. 5.11 and 5.12. We conclude

/r

l Eex that the Co chains are not ferromagnetic at this tem-

perature. It is also possible that the easy magnetiza-
Figure 5.13: (a) Schematic d tjon direction of the wires is out-of-plane (which is not

density of states for bulk Co. (b) ,ccessible with our experimental setup) and that the

The narrower bandwidth due to  ,po0y1ce of in-plane remanence did not allow to detect

a reduction of the atomic coor- any spin-polarized state. The measurements presented

dination results in the enhance- in Sec. 6.3, however, reveal that the in-plane and out-of-

ment of the exchange splitting. ) ) ) )
* 8¢ 5P 8 plane directions perpendicular to the wires are almost
equally favored. The absence of ferromagnetism at fi-

nite temperature is consistent with the predictions for a 1D Ising chain with nearest
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Figure 5.14: Spin-resolved and spin-integrated spectra of Co monatomic chains at 100 K,
normal emission, Aw = 92 eV, for two opposite directions of the applied field. The arrows in
the kets indicate the spin direction with respect to the direction of the applied field (in-plane,

perpendicular to the wires).

neighbor interactions [224,225] for which the existence of long range magnetic order is
not allowed at 7" > 0 K. The coupling between real atoms, however, could be incorrectly
described by the Ising model [222]. From the data presented in this chapter, we cannot
exclude a ferromagnetic behavior below 100 K. The Curie temperature of a magnetic
system, in fact, decreases strongly with its dimensions [226]. The XMCD data reported
in Sec. 6 will clarify this point, demonstrating that Co monatomic chains on Pt(997)

are superparamagnetic and that their blocking temperature is below 10 K.
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Chapter 6
Magnetism of Co monatomic wires

Fundamental magnetic properties like the spontaneous magnetization, the anisotropy,
and the temperature dependence of ordered magnetic states in low-dimensional systems
deviate substantially from those observed in bulk elemental systems [93,227]. In this
chapter we present the results of the magnetic dichroism experiments on 1D arrays of Co
monatomic wires grown on Pt(997) performed at the European Synchrotron Radiation
Facility (ESRF) in Grenoble. This study constitutes the first experimental investigation
on the magnetism of 1D structures in the monatomic limit. In the preceding chapter we
have shown that Co monatomic wires display a large magnetic exchange splitting value.
Spin-resolved photoemission spectra did not show any long-range magnetic order down
to 100 K. The x-ray magnetic circular dichroism (XMCD) measurements reported here
allow a more specific and complete characterization of the magnetic behavior of the Co
wires. The XMCD technique is introduced in Sec. 6.1. In Sec. 6.2 we discuss the long
range magnetic order of the (supported) 1D wires and we show that the Co monatomic
wires behave superparamagnetically in the investigated temperature range (10-300 K)
and that the blocking temperature is reached at around 5 K. Strong anisotropy effects
are expected for 1D structures. A simple model introduced in Sec. 6.3 shows how the
magnetocrystalline anisotropy can be related, through the electronic structure, to the
size and dimensions of the system. XMCD measurements taken with the magnetic field
applied in the in plane and out of plane directions show that the peculiar symmetry of
the monatomic Co wires is reflected in a nearly uniaxial anisotropy. Coupling effects
between the Co chains and the Pt substrate can affect the magnetic anisotropy and
are also discussed in this section. Finally, in Sec. 6.4 we analyze the XMCD spectra as
a function of the Co coverage. Applying the dichroism sum rules (Sec. 6.1) we show
that the orbital magnetic moment of the Co monatomic wires is largely enhanced with

respect to a Co monolayer film. The measurements reported in this chapter are the
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result of a joint experiment with the group of C. Carbone and W. Eberhardt of the
IFF-FZ Jiilich.

6.1 XMCD spectroscopy

Synchrotron radiation in the soft x-ray range allows access to the strong dipole-permitted
(core 2p — valence 3d) excitations in transition-metal ferromagnets, and (core 3d, 4d —
valence 4f) in rare-earth magnetic materials. X-ray absorption experiments with polar-
ized light in this energy range allow therefore to extract a great deal of information on the
magnetic state of such systems. After the first practical demonstration of x-ray magnetic
dichroism (XMD) using linearly polarized light in 1986 [228], XMD with the 7C”, i.e.
using circularly polarized light, has been developed both experimentally [45,229-236]
and theoretically [206,237-244] into a powerful quantitative magnetometry tool. XMCD
is element-specific, has sub-monolayer sensitivity, and can be used to measure magneti-
zation loops. It allows to identify the moment orientation in ultrathin films of magnetic
materials and, unique among surface-sensitive magneto-optical techniques, to determine
separately the spin and orbital magnetic moments of a given element together with their
anisotropies.

The absorption of polarized light by a magnetized sample depends on the orientation
of the magnetization M relative to the light polarization direction. XMCD is defined
as the difference in the absorption coefficients for parallel and antiparallel orientation
of the magnetization direction of the sample with respect to the helicity of the circu-
larly polarized exciting light. The photon absorption process has been treated in some
detail in Sec. 5.1. For 3d transition metals the dipole selection rules allow the following

transitions:
- K. 1s —  Apip
- Lot 2pie — 3dspe, 4s
- L3t 2p3p — 3dsjapsge, 48,

where the subscript indicates the total angular momentum quantum number j. The
properties of 3d electrons are probed by excitation of 2p core electrons to unfilled 3d
states; our attention is therefore exclusively dedicated to the Lo, L3 absorption edges.
The energies corresponding to the Ly and Ls main lines for a number of transition metals
are reported in Table 6.1. Figure 6.1(a) shows the Ly, L3 adsorption edges of a 15 ML
thick Co film on Pt(997) obtained by measuring the current of the excited photoelectrons
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Element || L3 (eV) | Ly (eV)
Mn 640 650
Fe 707 721
Co 779 794
Ni 854 871
Cu 933 953
Pt 11561 13271

Table 6.1: X-ray absorption energies [245].

as a function of the energy of the incident photons, as described in Sec. 6.1. The dashed
line schematizes the contribution due to p — s transitions; in practice the exact form
of the s background is not known, even if smoothed step functions are commonly used
in the literature [233] to take it into account. The p — d channel, however, largely
dominates the spectrum. The sum of the Ly, L3 line intensities after the correction for
the s transitions is proportional to the number of holes in the 3d Co band.

Following Stohr [236], a qualitative understanding of the physics underlying XMCD
can be given in the following way: right (R) or left (L) circularly polarized photons are
absorbed and transfer their angular momentum (Am = +£1, respectively) to the excited
photoelectron. If the photoelectron originates from a spin-orbit split level, e.g. the
p3/2 level, the angular momentum of the photon can be transferred in part to the spin
through the spin-orbit coupling.! R polarized photons transfer the opposite momentum
to the electron than L polarized photons, and hence one obtains large transition matrix
elements between final states of opposite spin polarization in the two cases. In other
words, for a given initial state, R and L polarized photons will excite photoelectrons
having opposite spin polarization. Since the p3/» (L3) and p1/, (Lg) levels have opposite
spin-orbit coupling (I + s and [ — s, respectively), the spin polarization will be opposite
at the two edges, L3, Ly. The magnetic properties enter in the transition of the excited
photoelectron to an unfilled 3d-state of the valence band. In the absence of a net
magnetization, the number of excited electrons for a given light polarization would be
the same for any of the Ls, Ly edges because the total spin polarization for both the ps/,
and p;/o manifolds is equal to zero. Suppose now that the 3d band is exchange split;
the empty states have predominantly minority character. The favored transitions are

those that involve the initial states with predominant minority spin character. As we will

!The AS = 0 selection rule of dipole transitions holds only in the L — S coupling. In the |nljm)
base that is used to represent spin-orbit split states, the single particle spin eigenvalue s, is not a good

quantum number. Its expectation value (jm|s.|jm) yields the spin polarization of each state |jm).
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Figure 6.1: Absorption spectra of a 15 ML Co film on Pt(997). 7' = 300 K, H = 7 Tesla.
(a) Sum spectrum; (b) R, L spectra; (¢) XMCD spectrum.
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show later, these are the L3 transitions for antiparallel and the L, transitions for parallel
direction of the magnetization with respect to the photon spin. The exchange split final
states therefore act as a filter for the spin of the excited photoelectron. The quantization
axis of the filter is given by the magnetization direction which, for maximum dichroism
effect, needs to be aligned with the photon spin direction. The photon helicity or
photon spin is taken to be positive (negative) when it is parallel (antiparallel) to the
light propagation direction, corresponding to R (L) polarization. For a given orientation

of the magnetization M with respect to the photon helicity P one has

IL; > IL:‘,)“
M1t P MTTP
IL; < IL;

where I;, is the intensity of the line at the L, edge, and the sign indicates the relative
orientation of M and P. This result is clearly shown in the x-ray absorption spectra
in Fig. 6.1(b): the solid line refers to the M 1] P configuration whereas the dotted
line refers to the M 11 P configuration. The corresponding absorption coefficients
are called put and p—, respectively. The XMCD spectrum (c) is obtained by taking
the difference pt — p~ of the two spectra shown in (b). From the above reasoning it
follows that the XMCD signal is proportional to the imbalance between the minority
and majority 3d states above the Fermi level of the element under consideration, which
in turn is proportional to the element magnetization.

Similarly, if the d valence shell possesses an orbital moment, it will act as an or-
bital momentum filter for the excited photoelectrons [236]. By using appropriate sum
rules [238, 240, 241] we will see how the orbital and spin contribution to the magnetic
moment can be extracted from a XMCD spectrum such as the one shown in Fig. 6.1(c).
The following paragraphs are devoted to a more quantitative understanding of the x-ray

abosorption process and associated XMCD.

Single particle models

In calculating soft x-ray core-level absorption and XMCD spectra in 3d transition met-
als, two simple atomic models have been devised [237,239], besides more complex band
structure calculations [244]. The first one, the so-called Erskine-Stern model [237], is
based on the single-particle model of optical transition from a core state of prescribed
symmetry into valence-band states with symmetry corresponding to allowed dipole tran-

sitions. Only the core states are treated relativistically (spin-orbit split levels) and we
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Figure 6.2: Absorption of a right circularly polarized photon (Al, = +1) by pi /2, p3/» elec-

trons. In the Erskine - Stern model one considers only the transition to final states with |

spin (solid lines). The square transition matrix elements are taken from Ref. [239].

make the assumption that the empty valence-band states are exclusively of minority
character. We treat here the case relevant for the L3, Ly edges.
From the dipole approximation discussed in Sec. 5.1 it follows that the absorption

coefficient p is proportional to the square of the matrix element

(Drle-T|gn) . (6.1)
The initial 2p states are split by the spin-orbit interaction into two levels, which in the
|jm) base are given by |2 m) and |2 m), degenerate with respect to m = -2, and m =

3 111
20 721202

the final states, the latter can be described in the |l,s,) representation or equivalently

respectively (see Fig. 6.2). Since the spin-orbit interaction is neglected in

in the spherical harmonics Y, representation. The € -T operator can be expressed as

4 —€, + 1€y €x 1 1€y

€T =1/—(eY o+
3 (et =g v

where for R and L circular polarization only the middle and last term survive, respec-

Yig+ Yi), (6.2)

tively. To calculate the matrix element 6.1 it is therefore sufficient to express the initial
|jm) states as superposition of Ylsf states and to integrate over the spherical coordinates

r, @, and ¢. This is done here as an example for a transition from the %%) initial state to



6.1 XMCD SPECTROSCOPY 127

the Y2¢,2 final state for R polarization. With the use of the Clebsch-Gordan coefficients
one has |%%> = %YJO + %Yﬁl Since the dipole operator does not act upon the spin,
only the spin down component Yli1 gives a non-zero contribution to the transition rate,

which is then proportional to

. 4 . 1 4
‘R//sin&d&dd) Y35(0, ) ?ﬂ(—eﬁzey)m(e, ¢) ﬁYil(@, 9| =1

where R = [dr r*R,(r)R4(r) is the integral of the 2p and 3d radial wave functions, and
lezy| = 1. The 1/4/2 factor that appears in Eq. 6.2 has been omitted to be consistent

R*, (6.3)

with Ref. [239]. A similar calculation can be carried out for all the possible transitions
between the initial p3/» and p;/, and the final d levels. For the spin-orbit split states,
the radial integral and the phase space are almost unchanged, and hence the ratio of
the intensity of different transitions can be determined from the angular parts of the
integral alone, that is, purely from angular momentum considerations. The values of
the transition matrix elements 6.1 as a function of R are reported in Fig. 6.2 for the
case of R polarized light. For the L3, Ly edges, by summing incoherently over the entire

manifold of the unoccupied d* states, one obtains [239)]:

+ — _ 16 p2
pt+p = 3R
Ls (p3/2 di) { + - 94 2
pt—p =—5R

L, (p1/2 — d¥) { Mi i M_ B ERZ
pt—pT =GR

The model therefore predicts the Ly and Ly asymmetries (ut —p~)/(ut+p7) to be -1/4
and 1/2, respectively; the two values coincides with the expectation value of the spin
(s,) in the final states considering all the available transitions (to d | and d 1 states)
from the p3/, and p;/ manifolds, respectively. The final states expectation value of the
orbital momentum (l,) is, in this model, equal for both the initial levels. The Lz to Ly
ratio for the total cross section (u* + ) and for the XMCD cross section (pu* — ™)
are 2:1 and -1:1, respectively. This result explains the larger intensity of the L3 edge
relative to the L, edge and the opposite sign of the dichroic contribution observed in the
experimental spectra. The analysis of Fig. 6.1 reveals, however, that these ratio values
are not correct. In fact, considering the final d states as equally probable, the intensity
ratio are determined only by the degeneracy (population) of the initial states.

The symmetry between the final states is removed if valence-band spin-orbit coupling
is included, as shown in Fig. 6.3. In a model where both the initial and final states
are treated relativistically [239], spin-orbit splitting will enhance the j = 5/2 over the
j = 3/2 character near the top of the d band (3rd Hund’s rule for a more than half-filled
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Figure 6.3: Dipole-allowed p — d transitions for right circularly polarized light (Am = +1)
in the fully relativistic model. The bars represent the expectation values of the [,, s, operators

in each of the |jm) state.

d shell). There are therefore more empty states with j = 5/2 rather than j = 3/2
character. Since the j = 5/2 states can only be accessed by Lj transitions, the intensity
of the L3 edge will be favored over Ly, and the -1:1 XMCD ratio will shift in favor of Ls.
This is actually observed in the Co spectra shown in Fig. 6.1 where the Lz to Ly XMCD
ratio is ~ 2:1. In Sec. 6.4 we will see that this ratio varies considerably with the Co
coverage reflecting changes in the hybridization of the Co 3d states. Note also that the
inclusion of spin-orbit splitting in the final states removes the [, degeneracy, opening
the possibility of having a non-zero orbital contribution to the magnetic moment per

atom, as will be discussed in Sec. 6.3.

Relativistic band structure calculations [239,246,247] refine considerably the results
presented above, but are not treated in detail here because of their complexity. Many-
body dynamical effects of the type mentioned in Sec. 5.1 have also been taken into
account to explain the appearence of satellite peaks both in the x-ray absorption (XAS)
and in the XMCD spectra of Ni [206,248]. We will see in Sec. 6.4 that electron correlation
effects are active also for Co as demonstrated by the presence of satellite peaks in both
XAS and XMCD spectra.
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Sum rules

Three important magneto-optical sum rules [238,240-242] relate the XAS and XMCD
data to the element-specific orbital and spin magnetic moments, and to the anisotropy
terms of the spin and charge densities in the unit-cell. We will expound here the results
derived from the orbital moment and spin moment sum rules [238,240,241], which will
be employed in the analysis of our data. The derivation has been carried out for electric
dipole transitions in a localized model, considering a single ion in an arbitrary crystal-
field symmetry. Hybridization of the final states is only allowed for intra-shell orbitals,
i.e. there is no mixing of the d states with sp-like states. The sum rules have been tested
by band-structure calculations [249,250] and have been verified experimentally [233].
The first rule relates the shell-specific ground-state expectation value of the orbital
angular momentum operator Lp (P is the direction specified by the incident photon
beam) to the integral of the XMCD absorption spectrum taken over the complete core
level edge (Lj+ Ly in our case) of a magnetically oriented ferromagnetic or ferrimagnetic
material [238,240]. In the case of Lz, Ly transitions, one calculates the d-shell orbital

momentum expectation value as

1 (Lp) = Jiwsr, AE(ut = p7)
Jiwir, AB(ut 4+ +p0)

where ny, is the number of holes in the d shell (a LDA calculation yields n;, = 3, 2.60, 2.55

for atomic, surface, and bulk Co, respectively [250]), and the denominator term is the

o (6.4)

normalization to the unpolarized (isotropic) absorption spectrum (u° is the absorption
coefficient for linearly polarized light and is usually taken to be the average between p™
and p7).

The second rule relates the XMCD signal to the shell-specific ground-state expec-
tation values of the total spin Sp operator and of the intra-atomic magnetic dipole
operator Tp [241]:

(5 + ) = B B0 g

3ny, 2 fL3+L2 dE(pt + p= + uo)

The term containing (Tp) arises from the multipole expansion of the spin density: the
largest (monopole) term after integration over the atomic volume, corresponds to the
isotropic magnetic spin moment; the next higher (quadrupole) term reflects the lowest-
order anisotropic spin distribution in the atomic cell and it gives rise to the intra-
atomic magnetic dipole moment up = —7up(Tp), where up = eh/2m, is the Bohr
magneton [236].2 First principle calculations [244] show that the 7(Tp) term in Eq. 6.5

2The magnetic dipole operator is defined as T = S —3¢(t-S), and it represents the anisotropy of the
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can be safely neglected for atoms in cubic symmetry, but that its contribution might be
of the order of 10 % of (Sp) for atoms at surfaces and interfaces.

In performing the integrals in Eq. 6.5, some ambiguity exists in the choice of the
L3, Lo integration limits, because the intensity of the two edges might superpose to a
certain extent. According to Ref. [233], the cutoff in our calculations is chosen at the
onset of the Ly edge. If one wants to determine absolute (Lp), (Sp) values, one has to
remove the 2p — 4s contribution from the measured (™ +p ) data while integrating the
isotropic absorption spectrum in Eqgs. 6.4 and 6.5. This implies that some assumption
on the form of the s background has to be made. Also, the experimental absorption

coefficients u®? are related to the theoretical values by
pe? = C cos*a pu, (6.6)

where C' is the degree of circular polarization of the exciting light and « is the pho-
ton incident angle with respect to the sample magnetization direction. Moreover, in
the derivation of 6.4 and 6.5, the sample magnetization is supposed to be completely
saturated, which might not always be the case in an experiment.

If we consider the (Lp)/(Sp) ratio, on the other hand, the above contributions cancel
out and the comparison between theory and experiment becomes straightforward. The
orbital and spin magnetic moments are related to the expectation values of the L,, S,

operators by

p = (L) (6.7
ps = —2up(S.), (6.8)

where z is the direction of the spin quantization axis. If (Tp) can be neglected with
respect to (Sp), the pr/us ratio becomes:

NL_2A3—A2

L S 6.9
s ?)A;),—|-2AQ7 ( )

where the notation with A; > 0 defined in Fig. 6.1 has been used instead of the integrals
appearing in 6.4 and 6.5.

spin distribution in the unit cell due to the crystalline field and/or to the spin-orbit interaction [241].
Since the sp contribution to the spin density is negligible [251], the spin operator S can be expressed
only by the sum of its d-orbital projected components: S = > .s;. In materials with lower than
cubic symmetry (typically monolayers and low-dimensional structures) the d electron density deviates
strongly from spherical symmetry [236,251]; due to the small spin-orbit coupling, the charge distribution
is not significantly altered if the spin is rotated by an external magnetic field. As a consequence the

anisotropy of the spin density is related to that of the charge density [236].
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XMCD experimental setup

The XAS and XMCD measurements reported in this chapter have been conducted at
the ID12B beamline [252] of the ESRF. The beamline has been especially designed for
polarization-dependent x-ray absorption studies. A grating spectrometer ensures the
monochromaticity of the photon beam, while either R or L circular (C' = 0.85) polariza-
tion can be obtained by the longitudinal phasing of the undulator magnetic arrays. The
sample has been prepared in situ in UHV conditions with the procedure described in
Sec. 2. The Co coverage has been calibrated by means of a quartz microbalance. From
the preparation chamber the sample could be transferred into the measurement cham-
ber without breaking the vacuum. The base pressure in the two stages was < 4 x 10710
mbar and < 1 x 107! mbar, respectively. In the XMCD chamber a cryomagnet pro-
duces a variable £7 Tesla magnetic field collinear with the photon beam originating
from the electron storage ring. The sample is inserted in the magnet bore on a variable-
temperature (10 - 300 K) manipulator which can be rotated over 180° (Fig. 6.4) with
respect to the incident light direction. By rotating the sample, the magnetic field H
could be oriented either normal or parallel (70°) to the surface. The in-plane orientation
of the Co wires with respect to H could be further adjusted prior to the sample insertion
in the XMCD chamber.

The XAS spectra were taken in the electron yield (EY) mode by measuring the
drain current of the photoexposed sample. All spectra have been normalized by the

photocurrent emitted by a gold mesh positioned before the sample which serves as a

R-L

Figure 6.4: Schematic setup of the experiment at beamline ID12B, ESRF.
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measure of the incident photon flux. The XMCD signal was obtained by subtraction of
consecutive XAS spectra taken with reversed helicity-magnetic field orientation. Due
to the very small coverage of the Co wires, the measured signal was often disturbed by
a varying background. In this case the subtraction of the XAS spectra was not reliable

and some data have been rejected.

6.2 Magnetism of Co monatomic wires

Introduction: magnetism in one dimension

A fundamental question arises when the dimension of structures made of bulk mag-
netic materials are drastically reduced in size: what type of magnetic order exists at
finite temperature? The answer has far reaching consequences both on the theoretical
understanding of magnetism and on magneto-recording technologies.

From a theoretical point of view, the magnetic behavior of condensed matter systems
is usually described either in terms of localized moments (Heisenberg model) or in terms
of itinerant electrons belonging to exchange split bands (Stoner model) [253,254]. The
Heisenberg model is particulary suited for treating the thermal properties of a magnetic
system and to explain the formation of magnetic domains and the like. On the other
hand, it does not take into account the delocalization of the valence electrons in a
metal which is responsible, among other things, for the observed non-integer values
of the magnetic moments. The itinerant or Stoner model has the advantage of being
consistent with general band theory and it describes fairly well the transport properties
of magnetic materials; however, dealing with states that are extended over the whole
crystal, it cannot describe the spatial dependence of the magnetization. Unfortunately,
neither of the two models has succeded in building a comprehensive theory of magnetic
phenomena based on realistic physical assumptions. Workers in magnetism usually
stick to one model or another depending on their favored perspective. That is to say
that we don’t know which framework is best suited to predict the magnetic behavior
of our Co wires deposited on Pt. Moreover, different models lead to contradictory
predictions regarding the existence of long-range magnetic order in 1D structures. Before
introducing the experimental results, some of the model predictions are discussed below.

Consider first isolated (free standing) atomic chains. ”The one- [and two-] dimen-
sional isotropic Heisenberg model with interactions of finite range can be neither ferro-
magnetic nor antiferromagnetic at nonzero temperature.” This statement was rigorously
proved by Mermin and Wagner [225] for 1D and 2D spin lattices with periodic boundary

conditions. As it is, it excludes any long range magnetic order for systems which can
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be described by the Heisenberg Hamiltonian
H = —ZJZ'jSi'Sj—g/LBH'ZSi, (610)
i i

where ¢, j are lattice point labels, J;; represents the exchange interaction between the
spin ¢ and 7, H is an external field, and ¢ is the Landé factor. However, it takes only a
tiny modification of this Hamiltonian such as, e.g., the introduction of dipolar coupling
or an arbitrarily small anisotropy of spin-orbit origin, to obtain a ferro- (or antiferro-)
magnetic 2D system [255]. The Ising model, which can be regarded as a particular
anisotropic version of Eq. 6.10, does give stable ferromagnetism in 2D, but it predicts
zero magnetization at zero applied field for a 1D system. This result, which is often
cited in conjunction with studies of low-dimensional magnetic structures, is actually
correct only in the thermodynamic limit, i.e. for structures made of a large number
of atoms. Consider a chain consisting of /N spins described by the Ising Hamiltonian
H=-J ZZN:? S,iS,i+1, with J < 0 (ferromagnetic coupling). The ground state energy
of the system is EFy = —J(N — 1) and corresponds to the situation where all spins are
aligned. The lowest lying excitations are those in which a single break occurs at any

one of the N sites, as shown below:

TTTTTTTTTTTTTTT  ground state
T T I M TLLLd L) lowest excited state.

There are N — 1 such excited states, all with the same energy ' = Fy+2.J. At temper-
ature 1" the change in free energy due to these excitations is AG = 2J — kgTIn(N —1).
For N — oo we have AG < 0 at any finite temperature 7" and it is clear that
the ferromagnetic (ground) state becomes unstable against thermal excitations. For
(N — 1) < e¥/k8T however, the argument does not hold any more.

At this point one could argue that considering the magnetic moments as being local-
ized at lattice sites is not a correct microscopic description of the system. The spin and
orbital magnetic moments -which add up to give the atomic magnetic moment- cannot
be considered as point vectors. Rather, they should be treated as distributions of spin
and charge density varying across the unit cell. This can be done in the framework of
band theory, but a word of care should be spent here. Two famous theorems [256,257]
forbid the existence of magnetic ordering for a system of N electrons described by 1D
or 2D Bloch states interacting through the Coulomb and exchange interactions. As
pointed out by Freeman [222], however, these theorems cannot be applied to real atoms
arranged in 1D or 2D lattice structures. Real atoms, in fact, are 3D objects and so are

the spin and charge distributions, no matter the dimensionality of the lattice. Indeed,
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local spin density calculations [222] carried out in 3D space for arrays of monatomic Ni
and Fe chains show that these structures are ferromagnetic at 0 K. Moreover, they are
characterized by large values of the exchange splitting (see Sec. 5) and of the magnetic
moments compared to bulk systems (1.07 ug vs 0.6 pp for Ni, 3.36 pp vs 2.2 ug for
Fe, and 2.2 pp vs 1.7 pp for Co). Given that the exchange interaction is short ranged,
such results are not expected to show a strong dependence on the chain length.

So far for the free standing wires. In the experiments, however, we can only deal
with wires deposited onto a surface. The redistribution of the electron density due to
hybridization with the substrate can lead to substantial changes in the magnetic be-
havior of the supported wires. To take into account these effects the Heisenberg model
is certainly inadequate, and state of the art ab initio calculations [223] are expected
to give more reliable results which can be compared with the experiments. Pastor and
Dorantes-Dévila [258] have calculated in a tight-binding approach that one of the ma-
jor effects due to the presence of a metallic substrate is on the magnetic anisotropy
of the wires. Their results predict a strong magnetic anisotropy reduction (from 10
to 1 meV/atom) in passing from free-standing wires to Pd(110)-supported wires, ac-
companied by a rotation of the easy axis of magnetization from the longitudinal to
the transverse direction perpendicular to the substrate. In experiments similar to ours,
where a magnetic material is deposited onto a non-magnetic stepped substrate, coupling
between adjacent stripes and/or with the substrate gives rise to different magnetic be-
haviors. Fe stripes formed by connected triangular-shaped islands on a stepped Cu(111)
surface exhibit a pronounced temperature- and time-dependent magnetic behavior and
out-of-plane anisotropy [100,259], while Fe stripes more than 20 atoms wide on vicinal
W(110) show a relaxation-free magnetization with in-plane easy axis across the stripes
and ferromagnetic coupling between adjacent stripes [98,260]. None of these studies,

however, has addressed the monatomic chain limit.

Co wires magnetization vs applied field

The investigation of the magnetism of the Co chains is based on the dichroism effects at
the Co L3 absorption edges. Figure 6.5 shows the p™ and p~ absorption spectra and
relative dichroic signal for an array of Co monatomic chains on Pt(997) deposited at
275 K. The intensity of the Co signal is considerably reduced with respect to the 15 ML
Co film shown in Fig. 6.1. The Co L3 2 edges are superimposed onto a strong background
due to the EXAFS (extended x-ray absorption fine structure) oscillations following the
Pt N34 threshold. As the substrate structures do not present a dichroic effect, they are

cancelled out by taking the difference between the two spectra for oppositely polarized
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Figure 6.5: (a) Co x-ray absorption spectra for parallel (dotted line) and antiparallel (solid
line) alignment of the light polarization P and H-field induced magnetization perpendicular
to the surface. The measurements were performed at 7' = 8 K in a 7 Tesla magnetic field
for ~ 0.13 ML Co coverage. (b) Dichroism signal obtained by subtraction of the absorption

spectra shown above.

radiation. The magnitude of the dichroic signal is essentially proportional to the mag-
netization M of the Co atoms on the surface (see Sec. 6.1). A linear combination of
the Az, Ay areas or of the Lj, Ly peak intensities is usually taken in the literature as
a measure of M. Here we take a linear combination of the peak intensities of the u™
and p~ absorption spectra, lgt and l;t, after the subtraction of a linearly interpolated

background:

+ =Y (1 -
I3 +105+105 41
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Figure 6.6: (a) Dichroic signal as a function of the applied magnetic field in the direction
perpendicular to the Pt(997) surface for 0.13 ML Co at 10 K. The data sets are calculated by
taking the peak intensities (M) and the peak areas ().

The [ values are taken after renormalization of the pu*, pu~ spectra at a common back-
ground value around 775 eV. This correction is usually small, as shown by the non-
renormalized spectra reported in Fig. 6.5, but it is sometimes necessary to account for
fluctuations of the z-rays intensity. The values of the dichroic signal calculated with
Eq. 6.11 for a series of spectra relative to 0.13 ML Co at 10 K are shown in Fig. 6.6.
For each value of the magnetic field we have switched from R to L polarization and
recorded a full spectrum. Full and open squares correspond to the dichroic signal cal-
culated from the peak intensities /3, and from the peak areas after subtraction of the
linear background shown in Fig. 6.5(a). A Langevin fit (lines) shows that, besides a
proportionality factor, the two data sets differ only by 3 % of the fitting parameter.
The experimental curve shows a gradual increase of the magnetization with increasing
field strength and absence of magnetization in field-free conditions (see also Fig. 6.7).
At the largest applied field the saturation of the dichroic signal indicates that the Co
moments are basically aligned along the field directions and thus give evidence for a sig-
nificant (ferro)-magnetic coupling between the atomic moments. As discussed below, for
non-interacting paramagnetic moments the magnetization expected in the present ex-
perimental conditions would be significantly smaller. The observed behavior is therefore
qualitatively analogous to the one of a superparamagnetic system above the blocking

temperature, characterized by a sizable magnetization at high field and low magnetic
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Figure 6.7: Superparamagnetic response of an array of monatomic Co wires at 10 K to
a magnetic field (M) in comparison with the response of 1, 5, 13, and 50 atom ensembles
modelled with a Langevin function (dashed and dotted lines). The solid line is a fit with two

Langevin functions.

susceptibility. A superparamagnetic ensemble is constituted by particles whose atoms
are ferromagnetically coupled, but whose total magnetic moments do not have a fixed
direction in space due to random thermal fluctuations. The macroscopic behavior of
the system is that of a paramagnet except for the values of the particle moments which
are much larger than those measured in paramagnetic systems. Below the so-called
blocking temperature the particle momentum cannot fluctuate anymore and the system
behaves like a ferromagnet. Over the whole temperature range investigated in this work
(10 - 300 K) the Co wire ensemble displays a superparamagnetic behavior, showing that
the blocking temperature for such a system is lower than 10 K. Assuming a Langevin
function to describe the superparamagnetic behavior of the monatomic wires, an av-
erage size of the superparamagnetic spin-blocks corresponding to n ~ 10-15 Co atoms
can be estimated from the curves in Fig. 6.7. These values are calculated assuming the
magnetic moment per Co atom to be p = 2.2 ug, as extimated in Refs. [222] and [223]
for Co monatomic chains. If we take p = 1.7 up as in bulk Co then n becomes ~ 20.
Linear combinations of the l;'fQ data different from Eq. 6.11 yield identical results. We
point out, however, that the n value is not directly related to the average length of the
Co wires, which is unknown. A better fit of the data can be obtained considering a

distribution of wires having different lengths. The solid line in Fig. 6.7 is a fit obtained
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with the sum of two Langevin functions:
M o« NynyL(nypuH/KgT) + NonoL(nepuH/KgT) , (6.12)

where N; is the density of wires consisting of n; atoms, and Ny = 1 — N;. The fitted
values Ny, ni, and ny in this case are not independent from each other and hence they
have little physical meaning. Nonetheless the fit shows that realistic models of the
system should consider a size distribution of the wires. This fact can have significant
consequences for the dependence of the magnetization on the sample temperature: long
wires might have a higher blocking temperature than short wires and also the intra-wire
Curie temperature could be size-dependent. Further experiments are programmed to
investigate this point.

Interactions between the wires, either of dipolar origin or mediated by the substrate,
cannot be excluded in principle. It is well known that diluted alloys of Pt and Pd with
the magnetic 3d elements present “giant” moments, due to the induced polarization of
the non-magnetic host [261]. Also, a weak moment is induced in the Pt interface layers
in Pt/Co film structures [91]. The present results, however, do not give direct evidence
for coupling effects between the wires, although the size of the paramagnetic spin blocks
might represent the interacting moments both within and among Co wires and also on Pt
sites. Actually the anisotropic superparamagnetic response of the system, which favors
a magnetization perpendicular to the monatomic wire axis (see Sec. 6.3), indicates that
the magneto-crystalline anisotropy prevails over the dipole-dipole interactions within

and among the quantum wires.

6.3 Magnetic anisotropy

The magnetic anisotropy energy (MAE) is the change in the free energy of a crystal
which is due to the rotation of the magnetization. Although small compared to the
exchange interaction (typically 107> — 107% vs 1 eV/atom in bulk Co, Fe, Ni), the
MAE plays a fundamental role in determining the properties of ferromagnets. The
exchange interaction is invariant under a rotation of the quantization axis of the spin,
i.e. it is totally isotropic. Without anisotropy, all ferromagnets will just behave as
superparamagnets. The MAE determines the preferred orientation and the stability of
the magnetization of ferromagnetic single domain particles. Thus the understanding of
the magnetic anisotropy is both of scientific and technological importance.

Generally the MAE consists of two contributions: the shape anisotropy [254], due to

the magnetostatic self-energy originating from the classical interaction among magnetic
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dipoles, and the magnetocrystalline anisotropy, due to the spin-orbit interaction. The
latter couples the isotropic spin moment to the orbital motion of the electrons, which
is related to the lattice structure of the material.> From a phenomenological point of
view, the MAE for a uniaxial system is usually expressed as F, = —K cos?6, where
f denotes the angle between the magnetization direction and the principal axis of the
system, and K is an effective anisotropy constant defined in J/m? or eV /atom. For
low-dimensional structures such as thin films and layered systems, it is customary to
distinguish between volume anisotropy (K, ), and surface or interface anisotropy (K/t,
where ¢ is the thickness of the magnetic layer), which contains all the thickness dependent

contributions:
K=K, + K/t. (6.13)

For a Pt-capped Co film on Pt(111) McGee et al. [88] have measured K, = —5.3 X
1075 eV/atom and K, = 4.8 x 107* eV /atom. Between 6 and 8 Co ML the easy axis
turns from perpendicular to in-plane [88,262], as expected from Eq. 6.13, since K, and
K have opposite sign. Already from an approximate relation as Eq. 6.13 one can see
that the size and dimensionality of a magnetic system can have a drastic influence on the
magnitude of the MAE and on the preferred direction of the magnetization. In fact, the
ability to grow thin epitaxial films has led to materials with novel magnetic properties
which can be tailored by an appropriate choice of thickness, substrate-overlayer elements,
degree of intermixing, and other factors.

In the low thickness limit (¢ < 10 ML), Co/X(111) layered structures (X = Pt [88,
262], Pd [85], Au [95,232], Cu [95]) all display perpendicular anisotropy. At larger
t the easy axis turns in-plane because the shape anisotropy (which is proportional to
the film volume) overcomes the magnetocrystalline contribution. The phenomenological
picture, however, is not so clear cut. Co-Pt multilayers grown on (100), (110), and (111)
Pt substrates have different orientations of the easy axis [87]; (111) CoPts thin films
display either a perpendicular magnetic anisotropy or almost no anisotropy depending
on the local chemical composition of the layers [263]. For the Co/Cu system the presence
of surface steps causes the easy axis to be in-plane in the direction parallel to the step
edges [264]. Decoration of the step edges with Cu atoms leads to a 90° switch of the
easy axis [265]. Fe films on stepped Pd [266] and Ag [267] surfaces reveal a uniaxial
anisotropy with the easy axis perpendicular and parallel to the step edges, respectively,

indicating that substrate-overlayer hybridization has a large influence on the MAE. T'wo

3 Magnetoelastic effects are also included in this term since they are essentially due to strain-induced

modifications of the magnetocrystalline anisotropy.
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things emerge from the studies mentioned above: first, the magnetic anisotropy is largely
dependent on the structural (size, dimensionality, roughness, strain) and chemical (e.g.
Co-X bonding) details of a given system; second, the separation of such contributions
is still controversial. It is clear that the global approach represented by Eq. 6.13 does
not allow to make much progress in this direction and that we need a more detailed
microscopic description.

The shape anisotropy is fairly well understood both in its origins and in its conse-
quences [254,268,269]. Although it is of primary importance in determining, e.g., the
formation of magnetic domains, estimates of its contribution [255,270-272] show that
this term is several orders of magnitude too small to explain most of the experimental re-
sults on low dimensional magnetic structures, and that the magnetocristalline anisotropy
(MCA) is apparently dominant. From now on, we restrict our description to the MCA,
neglecting other contributions to the MAE. Calculations of the MCA are very demand-
ing since they require the subtraction of two large numbers, in the order of eV for the
total energies of the different magnetization directions, to obtain energies of the order of
10=*—=107% eV. Moreover, correlation between theory and experiments is often hampered
by the lack of a precise correspondance between the atomic scale structure of the model
systems and the real ones. One way out of this conundrum is to study low-dimensional
magnetic structures with a well defined symmetry and in a fully characterized atomic
environment. As will be discussed below, thin films and magnetic nanostructures show
an enhancement of the MCA up to 107 — 1072 eV /atom [88,232,273]; comparison
between theory and experiment becomes possible since this energy range is nowadays
within the accuracy of ab initio electronic structure calculations [251,258,274-276]. The
investigation of the magnetic anisotropy of structures made of very few atoms arranged
in 1D chains is therefore expected to shed further light on the subject and to lead to a

direct comparison with theoretical models [223, 258].

Magnetocrystalline anisotropy in low-dimensional structures

The physical origins of the magnetocrystalline anisotropy are still largely debated by
theoreticians [251,258,274,275,277-279] and constitute an expanding experimental re-
search field [236]. The idea that the MCA originates from the spin-orbit interaction is
due to van Vleck [280] and dates back more than 60 years ago. Only recently, though,
Bruno [277] has put the basis for a perturbative treatment of the spin-orbit coupling
which allows to derive the anisotropy constants from the unperturbed tight binding band
structure. This treatment has the advantage of providing intuitive physical insights over

ab initio methods and will be briefly outlined here in addition with some further devel-
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opments [236,279]. The reason to do so is to motivate our XMCD experiments and to
provide a unitary context in which our results can be interpreted.
Let’s start by supposing that the origin of the magnetocristalline interaction is en-

tirely due to the spin-orbit interaction (SO)
H,=¢S L, (6.14)

where £ is the spin-orbit constant.? Since for 3d transition metals £ is between 30 and
80 meV [279,281], which is small compared to the d bandwidth of a few eV, we can treat
Eq. 6.14 as a perturbation of the Hamiltonian that describes the 3d electron states. The

anisotropy energy is then given by

E, = E4(S.) — Es(S,) = AE,,, (6.15)

~

where F,(S) represents the spin-orbit correction to the unperturbed Hamiltonian for a
given direction S of the magnetization. For parity reasons the lowest-order contribution

to the SO induced change in the total energy is second order:

£,(8) = ¢y (WS Ll (6.10)

— €
o.u 4 u

where o and u represent occupied and unoccupied

AE states, respectively. For the limiting case of strong
exchange splitting (which is a good approximation
ﬁ for Co), we may consider that the spin-up band is

) almost fully occupied, and all empty states belong
to the spin-down band, as in Fig. 6.8. We can thus
exclude the effects of the empty spin-up states in

Eq 6.16, obtaining

Figure 6.8: Schematic representa- E(S) ~ Eﬁ(S) + EIi(S) ) (6.17)
tion of a strong ferromagnet.
where

: 5 [0S - Ljuh)”
EXS) = & , 6.18
I D (6.15)

N 2 TS . Llut)|?
EL(S) = 5—2 oS- L) (6.19)

4 ot ut €ot = Cul

4The spin-orbit is a localized interaction: ¢ depends on the variation of the potential near the nucleus

and does not vary much considering a free atom or a solid.
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and o* (u'), o' (u') represent occupied (empty) majority and minority spin states.
It can be shown [274] that the terms AEY and AE[Y derived by Egs. 6.15 and 6.17
have opposite sign. However, the spin-flip contribution AE[} is one order of magnitude
smaller than AEY in 3d metals due to the large exchange splitting (Ae, & €,0 — €1 &
3 eV) [274,279], and it will be neglected in the following. Within this approximation
the anisotropy energy 6.15 reads

P = (0! Lafut)|”

€ol — Eyld

2 |
TR RS Z|<0|Lz|u
Ea - Eso (SZ) Eso (SI) - Z

ot,ut

(6.20)

The MCA depends on the number of spin-down electrons (band filling) because of the
sum over the o' and u' states, on the orbital character of the occupied states, on their
coupling with the empty states through the orbital momentum operator, and on the
minority spin bandwidth (e, — €,.). It is easy to recognize in the above expression
the expectation values of the orbital momentum (L) in the directions x and z given by

first-order perturbation theory [277]:

<U|HSO|O>
L,.) = L, |lu)y———— 6.21
(Loe) = D folLslu) 205+ e (6:21)

Note that the (L) = 0 for the filled spin-up band, therefore the sum in Eq. 6.21 is
restricted to spin-down states. By substituting the expression for (L) into Eq. 6.20 we

obtain the fundamental result

_ &
dpp

(<Lz> - <L:L’>)

(ug — ng) (6.22)

where ;17 and pj represent the projection of the orbital magnetic moment in the x and
z directions, respectively. The spin-orbit energy anisotropy is therefore proportional
to the orbital momentum anisotropy of the minority band.> The easy magnetization
direction is given as the direction with the largest component of L. In transition metals,
the orbital momentum is determined by the interplay of the spin-orbit coupling with
the much stronger crystalline field interaction. As a consequence, we obtain different
values of L if the spins are oriented along different crystal directions by a strong external
magnetic field. The relationship between the orbital momentum and the MCA has been
verified experimentally by Weller et al [232] and by Diirr et al [273]. A few remarks
might help to understand the physical basis of Eq. 6.22. In the presence of an external

magnetic field applied in a direction other than the easy axis, the spins will tend to

5The extension of the theory to the general case of a partially filled majority band is reported in
Refs. [279] and [236]; van der Laan [279] has also shown that the spin-flip term AET} is related to the

expectation value of the magnetic dipole operator T defined in Sec. 6.1.
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Figure 6.9: (a) Directional quenching of the orbital momentum of an atom in a monolayer
film. (b) In-plane and out-of-plane d orbitals. (c¢) Projected densities of states. Adapted from
Ref. [236]

follow the external field. The rotation of the orbital magnetic moment, on the other
hand, is partially counteracted by the crystal field, which pulls x4, towards the easy axis.
Because of the spin-orbit interaction which couples ug to pp, the rotation of the spin will
also be affected. Hence, the energy that is necessary to turn the overall magnetization
(which is mainly due to pg) is proportional, through the spin-orbit constant, to the
difference of the orbital magnetic moments that “pull” the spins along and away from

the easy axis.

A further point remains to be elucidated: the MCA has been calculated as a second
order perturbation due to the spin-orbit interaction. Why second order? In fact, in
Eq. 6.22 £ appears only in first order. The point is that the spin-orbit interaction is also
responsible for the non zero expectation values of the orbital momentum operator L in
Eq. 6.21; in other words, there would be no net orbital momentum without the spin-
orbit interaction. This is easy to understand in 3D cubic crystals: the electronic states

created by the crystal field alone (the d,>_,2, ds,2_,2, dyy, dg., and d,, states shown

zy>
in Fig. 6.9) possess no orbital momentum, since all d orbitals have a perfect balance
of £m, contributions. The m; balance is broken by the spin-orbit interaction which
mixes different d orbitals in a way to produce a non zero angular momentum. Since this
momentum is small, the MCA is correspondingly small, the order of 107% eV /atom. It is
also intuitive from Eq. 6.22 that a high symmetry environment does not favor the MCA.
In low-dimensional systems such as thin films and small clusters, however, the orbital
momentum is not quenched by the crystal field as in cubic systems. Its direction is
determined by the particular symmetry of the system; however, in the absence of a long
range interaction, the orientation of the single moments is free to fluctuate and the net

orbital momentum of the system is zero. It is the spin-orbit interaction which defines,
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via the long-range exchange interaction carried by the spin, a common orientation for
all the atomic orbital moments.

From the above it is also clear that low dimensional structures should have larger
pr, values with respect to bulk crystals. Enhanced orbital moments have in fact been
observed with XMCD for Co films on Cu(100) [234], for Co clusters on Au(111) [235]
and in a number of other systems [282]. Larger values of the MCA are also expected:
asymimetric bonding configurations will result in an anisotropic d electron distribution
and correspondingly in a marked anisotropy of the orbital momentum. As an example,
consider the case of a free-standing Co monolayer shown in Fig. 6.9. Asymmetric bonds
result in different in-plane and out-of-plane bandwidths, Wl and W+, respectively.
Because the orbital momentum direction is perpendicular to the plane of the orbiting
electrons, the in-plane momentum is determined by the out-of-plane orbitals and their
bandwidth, and viceversa. According to the perturbative model described above we
have therefore ,u! oc §/WH, and pui oc £/W,

Magnetic anisotropy of the Co wires

Co monatomic chains, because of their peculiar symmetry, constitute a very promising
model system for the study of the magnetocrystalline anisotropy. In order to make
contact between theory and experiment, we start by applying the results derived in the
previous paragraph to a diatomic molecule made of 3d atoms. This is the simplest model
that we can use to approximate 1D atomic chains. The model presented here has been
first proposed by Wang et al. [274]. Consider two identical d atoms: the d orbitals can be
equivalently described by |l = 2, m;) states or by appropriate linear combinations of the
latter, such as those shown in Fig. 6.9. When the two atoms are brought together the
hybridization of their d-electron orbitals leads to the formation of various bonding and
antibonding states. Only the spin-down states are shown in Fig. 6.10, the spin-up states
are assumed to be filled. If z is assumed as the molecular axis, the strongest interaction,
denoted V,, would be given by the superposition of the two 3z? — r? orbitals. This gives
the lowest bonding and the highest antibonding states separated by 2|V, |. The weakest
interaction, Vj, forms two doubly degenerate d-bonding and antibonding states with the
smallest separation, 2|Vj|. Similarly, there are also two degenerate m orbitals. When
the spin-orbit coupling is switched on, these states mix with each other assuming a net
orbital momentum oriented parallel (for more than a half-filled d band) to the spin. The
magnitude of this orbital momentum depends on the direction of the magnetization with
respect to the symmetry axis of the molecule and on the filling of the perturbed orbitals.

To calculate the MCA of this system we make use of Eq. 6.20. Due to the symmetry
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Figure 6.10: Diatomic pair model: d states formed by the hybridization of the atomic levels.
The crystal field splitting corresponds to that of a free standing molecule. The non-vanishing
angular momentum square matrix elements between the d levels are represented by the num-
bers beside the corresponding vertical lines. Z; is the number of spin down electrons when

the corresponding levels are occupied. Adapted from Ref. [274]

of the atomic orbitals, only a few angular momentum matrix elements between the d
orbitals are non zero, as listed in Table 6.2. The vertical lines in Fig. 6.10 represent
the correspondent coupled states. Double lines between degenerate states mean two
non-vanishing matrix elements. In the energy (or orbital momentum) calculation we
only need to count those lines (matrix elements) which are between occupied and empty
states, i.e., those that are intersected by the Fermi level in Fig. 6.10. It is then evident
that the charge filling of the minority band determines the relative amplitudes of (L,)

vs (L;). Our diatomic molecule has 10 d* electrons. If we take a half filled minority
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Matrix elements (L) (Lg) (Ly)

(xz|L.|yz) 1 (2%| Ly|yz2) V3 (2°|Ly|22) V3
(2* —y?|L.|xy) 2 (zy|L;|w2) 1 (zy|Lylyz) 1
(@ =y’ Lelyz) 1 | (@® = y?|Lylez) 1

Table 6.2: Non vanishing angular momentum matrix elements between d states.

spin band as it seems appropriate for Co [244], this corresponds to a charge filling per
atom Z; = 2.5. We can now calculate the spin-orbit energy 6.20 for the magnetization
perpendicular and parallel to the diatomic pair axis, Ey,(x) and Ey,(z), respectively.
We obtain:

ESO(.T) Eso(z)

Perpendicular to chain axis  parallel to chain axis

2 2
Slomrrw) S e

For a free standing diatomic pair (or monatomic chain) it is generally true that |V,| >
|Vi| > |Vs| because of the angular distribution of the atomic orbitals which determine
the extent of the overlap. This means that E,,(2) < Ey,(z) and the magnetic moment
will prefer to lie along the pair axis.

Look now at what happens if we deposit the diatomic Co molecule at the base of a Pt
step. The Co 3d and Pt 5d bands are superposed in energy and hence they can hybridize.
Hybridization is stronger for the Co orbitals pointing towards Pt atoms, i.e. for the
orbitals that are extended in the x and y directions. If the Co-Co bonding strength is
normalized to 1, then the corresponding Co-Pt bonding strength has been calculated
to be 1.6 [283]. Opposite to the free standing case, the perpendicular bandwidth in the
direction perpendicular to the diatomic pair axis becomes larger than the bandwidth in
the parallel direction. Hence we have a situation where |V;| = |V5| > |V,|. This time
Eq. 6.24 yields E;,(z), Ey(z), < Es(z) and the easy axis is redirected in the direction
perpendicular to the diatomic pair axis. This prediction, derived on the basis of a
rather simplified model, is actually verified for the Co monatomic chains on Pt(997)
by the measurements reported in Fig. 6.11. The peculiar symmetry of the Co chains
turns out to be remarkably manifested by the anisotropy of the superparamagnetic
response. Figure 6.11 shows a noticeable dependence of the induced magnetization of
the 1D Co wires on the direction of the applied field. A field perpendicularly aligned

to the monatomic wire induces a larger magnetization than a field parallelly oriented
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Figure 6.11: Dichroic signal measured at 10 K for a Co monatomic wire array as a function
of the applied field in the directions parallel and perpendicular to the wire axis. The amplitude

of the dichroic signal is given by Eq. 6.11.

to the wire axis, while only a weak difference distinguishes the two (i.e. in-plane and
out-of-plane) directions perpendicular to the wire axis. Using a simple paramagnetic
model for describing the magnetization dependence on the field and its direction one
can obtain an estimate for the sign and magnitude of the magnetic anisotropy from the
curves in Fig. 6.11. The resulting value of ~ 1073 eV /atom is in good agreement with

tight-binding calculations for supported monatomic Co wires [258,278].

Note that the curve measured parallel to the wire axis seems to saturate at a lower
value compared to the other two. This suggests the magnetic moment per atom is
different in the direction parallel and perpendicular to the wire axis. Since in 3d tran-
sition metals the anisotropy of the spin magnetic momentum is small compared to that
of the orbital momentum [279], this difference can be largely attributed to the orbital
part of the magnetization. As discussed in Sec. 6.1, by changing the direction of the
incident photon beam with respect to the sample, we can measure the projection of
pr, perpendicular and parallel to the wires (Eq. 6.4). To simplify the analysis of the
data we actually measure the ratio uy/ps given by Eq. 6.9. Our measurements give
pr/ps = 0.14 and 0.28 in the out of plane and in plane parallel direction, respectively.
These values should be taken with caution because the integration of the L3, Lo inten-

sities is heavily dependent on background fluctuations for the coverage corresponding
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to the monatomic wires. We can however get an order of magnitude for the MCA by
means of Eq. 6.22.% Taking s = 1.86 up and £ = 50 meV [251,281], the MCA results
to be ~ 7 x 107* eV.

A contribution to the perpendicular MCA measured for the Co/Pt(997) system
might also arise from the Pt atoms. X-ray diffraction measurements [91] have shown
that for Co layers on Pt(111) the Pt atoms in contact with Co are weakly magnetized
(~ 0.2ug). As pointed out by Solovyev et al. [275], the induced spin magnetization on
Pt sites might result in non negligible induced orbital moments due to the large value
of the Pt spin-orbit constant (0.32 eV). For a CoPt alloy Daalderop et al. [281] have
calculated the induced orbital momentum of Pt to be 0.07 g, while the spin and orbital

momentum of Co are 1.86 pp and 0.25 up, respectively.

6.4 Hybridization and orbital momentum wvs Co

coverage

The electronic structure and related magnetism in a metal system are strongly depen-
dent on the atomic coordination. In this respect the Co/Pt(997) system is particularly
interesting because an appropriate choice of the deposition parameters (Sec. 2.4) allows
to create 1D to 3D structures in a continuous way. Here we report the XMCD results
obtained for 0.05 - 14.5 ML Co films deposited at 300 K.

Figure 6.12(a) shows the corresponding XAS spectra normalized at a background
value before the onset of the L3 edge. The indicated Co coverage follows the same order
of the spectra. A close analysis reveals the presence of a satellite (A) at the high energy
tail of the L3 edge. The energy difference between A and the L3 main line is about
3 eV. Additional features are visible only in the XMCD spectra reported in Fig. 6.13.
Denoted with B and C, these satellites are situated at 5.6 and 11 eV from the L3 main
line, respectively. Similar features should also be found above the L, edge, but the
broader linewidth makes it harder to distinguish them. The presence of satellites in
either the XAS or the XMCD spectra is due to electron correlation effects of the Co
atoms such as those described in Sec. 5.1. A Co atom in the bulk can be described by a
superposition of states with 3d%, 3d", and 3d® character. If the main line is attributed to
a 2p53d" ground state configuration excited into a 2p°3d® state, then the satellites might
be due to 2p hole - 3d hole correlation effects in the 2p°3d” final state corresponding to a

6Equation 6.22 was derived by Bruno assuming that the exchange splitting is much larger than
the d bandwidth. Since this is not the case for transition metals, a proportionality factor equal to 0.2
should be introduced for Co [232].
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Figure 6.12: XAS spectra of Co/Pt(997) measured at room temperature for different Co
coverages. (a) Spectra normalized to the background value at 774 eV. The letter A indicates
a satellite peak. (b) Spectra normalized to the Ly edge maximum. The distance between the

L3, Ly peaks increases of about 0.4 eV going from 14.5 ML to 0.12 ML.

2p°3d° ground state configuration. A similar explanation has been indeed proposed for
the 3.3 and 6 eV satellites observed in Ni spectra [206,248]. Changes in the hybridization
of the Co electronic states as a function of the film thickness would lead to a variation
of the relative weights of the 3d™ configurations. In particular, reducing the atomic
coordination, we expect the ground state to become prevalently 3d”, as in Co atoms.
Accordingly, satellites peaks should become less intense at low coverages. If this seems to
be the case for peaks A and B, the C satellite does exactly the opposite (Fig. 6.13). We
are then forced to conclude that detailed calculations of the Co excitations are needed
to interpret the fine structure of the XAS and XMCD spectra. Bulk Co atoms have
12 nearest neighbors. In a Co monolayer film this number reduces to 6 Co plus 3 Pt
neighbours. In a monatomic chain decorating the Pt step edge, Co has 2 Co and 5 Pt
neighbours. The reduction of the atomic coordination number leads to the localization of
the d states and to a decrease of the crystal field interaction. Low dimensional structures
should then display enhanced atom-like properties such as the orbital polarization and
the spin-orbit interaction. Figure 6.14 shows the branching ratio L3/(Ls+Ls) calculated
by integrating the edge intensities after the subtraction of a linear background [as shown
in Fig. 6.5(a)]. From 1 to 0.05 ML there is a net increase of the Ly intensity with respect

to Ly. This means (Sec. 6.1) that the empty states acquire a predominant ds, over ds /-
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Figure 6.13: XMCD spectra of Co/Pt(997) normalized to the Ls edge maximum. The inset
shows the presence of satellites B and C superposed to the tail of the L3 edge.

character, i.e. that the spin-orbit splitting of the final states is more effective at low
coverage. Increasing the coverage, the d states mixing reduces the spin-orbit splitting,
which is essentially a local interaction. Hence we assist to a marked change of the Co

electronic structure in the very first stages of growth.

The orbital momentum should also be larger at low coverage due to the following

% 0.05
0.82 -

%0.12
078 %0'4

@ 0.6

@1.0
0.76 -— @ . @ R @ N 2 !
0 5 10 15

Co Coverage (ML)

L3/ (L3 +Ly)
o
o0
(e}

Figure 6.14: Branching ratio at the L3 s edge. The numbers next to the data points indicate

submonolayer coverages.
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Figure 6.15: Orbital magnetic moment per spin vs Co coverage. The inset shows a close-up

of the low coverage region.

reasons: (i) in low dimensional structures the d band is narrower, resulting in an in-
crease of the spin magnetic moment. The spin-orbit interaction couples the orbit to the
spin moment, so that the orbital magnetic moment will increase with the spin magnetic
moment [284]. (ii) Symmetry reduction removes the quenching of the orbital moment,
as discussed in Sec. 6.3. The marked decrease in intensity of the Ly peak with respect
to the Ls peak in the dichroic spectra (Fig. 6.13) is a clear indication that the orbital
momentum is increasing. Figure 6.15 shows the ratio u/ps calculated by applying the
dichroism sum rules (Eq. 6.9) to the spectra measured in the out of plane direction. We
found an increase from gy, /s = 0.11 in the thick 14.5 ML film, to 0.14 in the monolayer
film, to 0.18 in the monatomic chains. The black dot in Fig.6.15 shows the /g value
measured for bulk Co [233]. These changes are in line with the expected trend for the
moments as a function of the atomic coordination. Both orbital and spin moment are
expected to increase as the atomic coordination is reduced going from the bulk to the
monatomic wire geometry. The size of the increase, however, is predicted to be very dif-
ferent for the two components of the moment [223]. The spin moment essentially reaches
its asymptotic value when all 3d-holes have minority spin character. As this condition
is approximately fulfilled already for a Co monolayer, only a small increase of the spin
moment is expected from a monolayer (1.9 pp/atom) to a 1-D wire (2.1 pp/atom) [223].
The corresponding increase of the orbital moment is considerably larger. It becomes in-
deed a significant part of the total magnetic moment in the monatomic wire system.

Assuming for the Co spin moment of the wires the calculated value of 2.1 pp/atom, the
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orbital moment of the monatomic wires is 0.4 pug/atom, i.e. ~ 2.5 times larger than in
bulk Co, which is quite remarkable for an itinerant 3d-electron system. At coverages
below 0.12 ML the increase of pr/us is even stronger. We cannot exclude, however,
that part of this effect is due to Co-Pt intermixing which seems to occur in the order
of 0.01 - 0.02 ML (Sec. 2.4). A comparison with s /ps values measured for different
systems is reported in Table 6.3.

System direction pr/ s reference

Co bulk 0.10 233]

1ML Co/Cu(100) 1 0.19 [234]

1 ML Co/Cu(1 1 13) || to steps 0.39 [285]

Au/4 ML Co/Au(111) 1 0.11 [232]
I 0.05

Co clusters on Au(111) 1 0.19 - 0.12¢ [235]

(111) CoPt3 homogenous alloy 1 0.24 [263]
Il 0.23

(111) CoPt3 non-homog. alloy 1 0.26 [263]
Il 0.18

5 ML Co/Pt(111) 1 0.20 [262]

Pt/5 ML Co/Pt(111) 1 0.37 [262]

¢ The two values correspond to ~ 300 and 8000 atoms per cluster, respectively.

Table 6.3: Comparison between ur/pus values measured with XMCD in different systems.

The symbols L and || refer to the out of plane and in plane directions, respectively.

6.5 Update

During the last beamtime at ESRF, which was scheduled just before the completion of
this thesis, we had the occasion to investigate the magnetic behavior of the Co wires
in more detail. Although the latest data still have to be analyzed, we anticipate here
a significant result. Due to improvements in the thermal shielding of the cryostat at
the ID12B beamline, we were able to determine the blocking temperature of the Co
monatomic wires. Figure 6.16 shows two hysteresis loops measured with the method
described in Sec. 6.2 for an array of Co monatomic wires on Pt(997) at 10 and 5 K. The
large value of the magnetic remanence at zero field measured at 5 K implies the existence

of long range magnetic order. The difference between the remanent magnetization and
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Figure 6.16: Hysteresis loops measured at 10 and 5 K for an array of Co monatomic wires
on Pt(997).

the magnetization value at saturation can be probably attributed to inhomogeneities in
the Co wires length (see, e.g., Figs. 2.7 and 2.21 about the wire growth process). In
other words we suggest that the shortest Co wires have a lower blocking temperature
than 5 K and that therefore they do not display any remanence at zero field. An
alternative explanation could be the occurrence of thermal fluctuations in the vicinity
of the blocking temperature.

In conclusion, our experimental results provide first insights into the magnetism of 1-
D monatomic wires. The local magnetic properties and the collective magnetic behavior
of the wires display distinct features that derive from the reduced atomic coordination
and lowered symmetry. Circular dichroism effects at the Ls, absorption edges give
evidence for an enhancement of the orbital Co moment by a factor ~ 2.5 with respect
to the bulk metal. The 1-D wire array display a superparamagnetic behavior over a
wide range of temperature and external field. The blocking temperature of the system
is situated between 10 and 5 K. The 1-D character of the Co wires is manifested by the

uniaxial anisotropic magnetic response to an external field.
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