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Abstract

This thesis is dedicated to the study of the magnetization reversal dynamics
in compressively strained (Ga,Mn)As and differently functionalized
(Ga,Mn)As materials.
In the first part the domain wall dynamics of pure (Ga,Mn)As/GaAs materi-
als is in the focus. The changes in the magnetic anisotropy energy landscape
occurring as a function of temperature are monitored in detail by different ex-
perimental techniques. These measurements provide the necessary informa-
tion for the identification of the temperature ranges corresponding to different
magnetic anisotropy regimes. Knowing the biaxial anisotropy and uniaxial
anisotropy dominated regimes the dependence of the domain wall dynamics
on the magnetic anisotropy landscape is studied. Critical changes in domain
wall alignment observed by Kerr microscopy are found upon changing from
biaxial to uniaxial anisotropy. This changes could be partially attributed to
the tendency of the system to minimize magnetic free poles at the domain
boundaries.
To complement the space resolved studies of the magnetization reversal, mag-
netic time relaxation effects are addressed. In particular the magnetic after-
effect in (Ga,Mn)As/GaAs is studied in detail. The irreversible aftereffect is
evidenced as a critical reduction of the domain wall velocity with time under
a constant applied magnetic field below coercivity. This time relaxation is
tracked as a function of both time and magnetic field. The measurements
show that the overall relaxation is composed of two relaxation processes act-
ing in parallel at short and long time scales. By fitting these experimental
results the values of the relaxation times of both relaxation processes were
obtained. By this modeling also the values of the activation volumes for two
independent (Ga,Mn)As materials are estimated.
In the second part of this thesis the possibilities of tuning the electrical and
magnetic properties of (Ga,Mn)As by volume and surface treatments are ex-
plored. As for the volume modification, oxygen species were incorporated
into the (Ga,Mn)As films by means of exposure to an oxygen plasma. The
incorporation of oxygen was evidenced by depth profile X-ray photoelectron
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spectroscopy. This treatment is found to weaken the ferromagnetism, visible
as a reduction in the Curie temperature, and to hinder the electrical transport
evidenced as an increase in the electrical resistance. In agreement with theo-
ries accounting for the hole mediated ferromagnetism in (Ga,Mn)As this be-
haviour was related to a hole compensation mechanism arising from the pres-
ence of oxygen impurities sitting in interstitial positions of the (Ga,Mn)As
Zinc blende structure.
In the last part, the modulation of the electrical and magnetic properties
via surface functionalization is presented. The effects produced by the ad-
sorption of molecular species on (Ga,Mn)As are similar to those found af-
ter oxygenation, namely a strong weakening of the magnetic properties and
an increase in the values of the electrical resistance. However, in this case
the distinctive feature is provided by the possibility of regulating the hole
quenching effect by exploiting the additional degree of freedom provided by
the chemical properties of the adsorbates. The adsorbate chosen for these
experiments are dye molecules that absorb light in the visible range, in this
way allowing for a light modulated interaction with the substrate. Using
this concept is was possible to observe a modulation of the ferromagnetic
transition temperature, the coercive field and the electrical resistance upon
illumination. These observations provide a proof of principle for the realiza-
tion of photo-sensitized (Ga,Mn)As devices where the magnetic properties
can be regulated by light.

Keywords: Ferromagnetic semiconductors, Kerr microscopy, magnetic anisotropy,
magnetic domain walls, magneto-transport, hole mediated ferromagnetism,
dye molecule adsorbates, oxygenation.



Zusammenfassung

Die vorliegende Dissertation behandelt das dynamische Magnetisierungsver-
halten von kompressiv verspannten und verschieden funktionalisierten
(Ga,Mn)As Schichten.
Im ersten Teil der Arbeit wird die Dynamik von Domänenwänden in reinen
(Ga,Mn)As/GaAs-Materialien untersucht. Die Veränderung der magnetis-
chen Anisotropie in Abhängigkeit der Temperatur wurde mit verschiedenen
Techniken experimentell bestimmt. Dabei konnten zwei verschiedene Tem-
peraturbereiche identifiziert werden, in denen jeweils einachsige (zweizählige)
bzw. zweiachsige (vierzählige) Anisotropie dominiert. Das Verhalten der
Domänenwände unter Magnetfeldänderungen wurde mit Kerr-Mikroskopie
untersucht. Dabei wurden wesentliche Unterschiede in der Ausrichtung der
Domänenwände beim Übergang von ein- zu zweiachsiger Symmetrie beobach-
tet, welche sich durch die Tendenz des Systems, die Anzahl der freien Mag-
netpole an den Domänengrenzen zu minimieren, erklären lässt.
Zusätzlich zu den räumlich aufgelösten Messungen wurde die zeitliche Relax-
ation der Magnetisierung untersucht, insbesondere wurde dabei auf die mag-
netische Nachwirkung in (Ga,Mn)As/GaAs eingegangen. Als Effekt der mag-
netischen Nachwirkung wurde dabei die kritische Verringerung der Domänen-
wandgeschwindigkeit bei konstantem Magnetfeld unterhalb der Koerzitivfeld-
stärke beobachtet. Eine genauere Untersuchung der Domänenwandgeschwin-
digkeit als Funktion von Zeit und äuerem Magnetfeld ergab, dass sich die
Gesamtrelaxation aus zwei einzelnen Relaxationsprozessen mit verschiede-
nen Zeitkonstanten zusammensetzt. Durch Modellierung wurden sowohl die
Zeitkonstanten bestimmt, als auch die Aktivierungsvolumina für zwei ver-
schiedene (Ga,Mn)As-Materialien bestimmt.
In zweiten Teil der Arbeit wurden die elektrischen und magnetischen Eigen-
schaften von (Ga,Mn)As durch Behandlung der Oberfläche oder des Volu-
mens verändert.
Durch den Kontakt der (Ga,Mn)As-Schichten mit einem Sauerstoffplasma
wurde Sauerstoffatome im gesamten Kristall eingelagert, was durch Tiefen-
profilmessungen via Röntgenphotoelektronenspektroskopie (XPS) nachgewie-
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Zusammenfassung iv

sen wurde. Diese Behandlung vermindert das ferromagnetische Verhalten
durch eine Reduzierung der Curie-Temperatur und verschlechtert die elek-
trischen Transporteigenschaften, was durch einen Anstieg des elektrischen
Widerstandes sichtbar wurde. Im Modell des ladungsträgerinduzierten Fer-
romagnetismus lässt sich dieses Verhalten durch eine Reduzierung der Löcher
erklären, die durch Sauerstoffatome auf den Zwischengitterplätzen der Zink-
blendestruktur von (Ga,Mn)As ausgelöst wird.
Im letzten Kapitel wird die Oberfläche der (Ga,Mn)As-Schichten durch Ad-
sorption von Farbstoffmolekülen funktionalisiert. Ähnlich wie bei der Sauer-
stoffbehandlung führt dies zur Reduzierung der Löcher und damit zur Ver-
ringerung der ferromagnetischen Eigenschaften und einem erhöhten elek-
trischen Widerstand. Der Vorteil des Loch-Quenching durch Adsorption ist
die Möglichkeit durch die Wahl des Adsorbaten das Verhalten weiter beein-
flussen zu können.
Durch die Wahl von Farbstoffmolekülen, die im sichtbaren Licht absorbieren,
lassen sich die Eigenschaften des Substrats durch optische Anregung ma-
nipulieren. Auf diese Weise konnten Veränderungen der ferromagnetischen
Übergangstemperatur, der Koerzitivfeldstärke sowie des elektrischen Wider-
stands optisch kontrolliert werden. Diese Versuche stellen eine proof-of-
principle-Studie zur Realisierung von lichtsensitiven (Ga,Mn)As-Bauteilen
dar, bei denen magnetische Eigenschaften durch Licht kontrolliert werden
können.

Schlagworte: Ferromagnetische Halbleiter, Kerr-Mikroskopie, magnetische
Anisotropie, magnetische Domänwände, Magnetotransport, ladungsträgerinduzierter
Ferromagnetismus, adsorbierte Farbstoffmoleküle, Sauerstoffplasma.
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Chapter 1

Introduction

1.1 Ferromagnetic semiconductors

The link between semiconductor physics and magnetism is a question that
has drawn the attention of the research community since decades both with
scientific and economic interest. The electronic properties of semiconductors
are the key for information processing as much as magnetism is at the heart of
information storage technologies. It is obvious that the possibility of realizing
information processing and storage with the same material would enhance the
performance of current devices and therefore have an enormous technological
impact. On the other hand, the properties of a magnetic semiconductor sys-
tem can reveal new exciting physics where the interaction between electric
charge carriers and local magnetic moments plays an important role.
In this introductory chapter a short review of the evolution of magnetic semi-
conductor research will be given starting from the first specimens to the most
recent generation of high ferromagnetic transition temperature materials in-
cluding (Ga,Mn)As. The latter has been extensively quoted in the literature
as a model system for the study of ferromagnetic semiconductors and is also
the subject of this work. The second part of this chapter will be dedicated
to a recount of its most distinctive and relevant properties.

1.1.1 From EuO to (III,Mn)V compounds

The first successful attempts to realize ferromagnetic semiconductor materi-
als can be traced back to 1961 when EuO presented semiconducting proper-
ties and a Curie temperature of 69 K [1] making Europium chalcogenides the
subject of intense research [2]. However, a new record for the Curie temper-
ature could not be established by any other Eu chalcogenide [3] in addition
to the highly difficult growth of these crystals. The impossibility of reaching
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CHAPTER 1. INTRODUCTION 2

room temperature operation became clear and consequently the idea of the
industrial application of these compounds seemed unrealistic. Years later, a
great advancement in terms of functionality was made when carrier-mediated
ferromagnetism was demonstrated in PbSnMnTe [4]. A link between electri-
cal and magnetic properties which is the key for novel spintronics applications
was now at hand, however, the highest ferromagnetic transition temperature
achievable was between 4 and 5 Kelvin, again well below technologically rel-
evant values [4, 5].
Little time passed until the strategy that proved most successful in achieving
both higher Curie temperatures and semiconducting properties was reported.
It was based on introducing magnetic moments in well known semiconductor
materials forming the so-called diluted magnetic semiconductors. The first
attempts were centered mostly around Mn doped II-VI semiconductors such
as CdTe and ZnSe. Even though these compounds are easy to prepare due to
the fact that the valence of the cations in the semiconductor matches that of
Mn there was a key difficulty lying in the realization of n or p doping which
is vital for practical applications. In addition, the magnetic order in these
compounds is dominated by the antiferromagnetic interaction between the
Mn centers. The only achievable ferromagnetic response was rather weak
with a Curie temperature below 2 K [6] due to the presence of different
types of non-ferromagnetic interactions in the material. After this first step,
research turned towards the Mn doping of (III,V) semiconductors which pro-
duced a series of pioneering publications in the 1990s [6–9] that showed the
possibility of increasing Curie temperatures of ferromagnetic semiconductors
far beyond what had been achieved so far. As already mentioned, the most
representative material from this group of compounds is (Ga,Mn)As which
holds the record for the highest Curie temperature of 170 Kelvin. Although
this material is the result of a great scientific effort, practical applications
can only be thought of in the presence of room temperature operation. Even
though mean-field theories predict that room temperature ferromagnetism
could be achieved in diluted ferromagnetic semiconductors [10] provided a
high enough carrier and Mn concentrations, at the moment a Curie temper-
ature of 170 Kelvin in (Ga,Mn)As seems to be a fundamental limit.
Ongoing scientific activity is dedicated to the search of new materials with
higher Curie temperatures while conserving the charge carrier influence on
the magnetic properties. Among these candidates the most promising is
(Zn,Cr)Te that presents room temperature ferromagnetism and the desired
coupling between charge carriers and magnetic moments [11]. In addition,
oxides such as (Zn,Mn)O [12] or (Sn,Fe)O2 [13] present high Curie temper-
atures, however, further investigation is needed to elucidate the mechanism
behind the ferromagnetism in this systems and most importantly whether it
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can be electrically modulated.
As already mentioned industrial applications of (Ga,Mn)As might not be
achievable, however, this system provides a unique playground for studying
the most interesting physics behind the interplay between magnetism and
electrical properties. The discovery of new effects and properties for the ben-
efit of basic research will also help greatly to the design of a new generation
of materials that could overcome the known difficulties and finally be incor-
porated in new technologies.
The upcoming section deals with the most important facts and concepts
about (Ga,Mn)As that are relevant to the research reported in this thesis.

1.2 (Ga,Mn)As

1.2.1 Incorporating Mn into GaAs

The largest difficulty in producing (III,Mn)V ferromagnetic semiconductors
is the low solubility of the magnetic species in the semiconductor material.
This problem could be overcome by the use of low temperature molecular
beam epitaxy (MBE). Working in non-equilibrium conditions Mn concentra-
tions higher than the solubility limit [9] can be realized inside the semicon-
ductors avoiding the formation of secondary phases such as MnAs clusters.
The segregation of a second phase is impeded by the lack of thermal energy
and instead the epitaxial growth of a single crystal alloy becomes possible.
Other techniques such as ion implantation [14] and laser deposition [15] were
employed for the growth of (Ga,Mn)As but none has proved as reliable and
efficient as molecular beam epitaxy.
(Ga,Mn)As films are typically grown on GaAs, (Ga,In)As or (Ga,Al)As epi-
taxial buffer layers supported by semi-insulating GaAs substrates. Working
in non-equilibrium conditions makes the quality of the films very sensitive
to the growth temperature. A typical value for the growth temperature
of (Ga,Mn)As is 250 ◦C [16] and typical growth rates are of the order of
0.6µm/hour. The layer by layer growth, an indication of the absence of sec-
ondary phases, is normally verified during growth by monitoring the (1x2)
reconstruction of the (Ga,Mn)As surface in a reflection high energy electron
diffraction (RHEED) pattern. The signature of the (1x2) reconstruction is
the appearance of well defined streaks in the RHEED pattern which in the
case of undesired three dimensional growth becomes a complex spotty pat-
tern [17]. A phase diagram is shown in Fig. 1.1 where all the possible phases
in the growth of (Ga,Mn)As are illustrated as a function of the growth tem-
perature and the Mn composition. The growth temperature range where
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Figure 1.1: Phase diagram illustrating the different phases in the growth of
(Ga,Mn)As as a function of growth temperature and Mn composition (after Ohno
et al. [6])

single crystalline (Ga,Mn)As can be obtained (pink and yellow areas) nar-
rows down as the Mn concentration is increased. In addition, within this
range both parameters can be tuned to obtain (Ga,Mn)As crystals with elec-
trical properties in the metallic and insulating regime [6].
The low temperature epitaxial growth is a powerful method for the incor-
poration of Mn atoms into GaAs beyond the solubility limit, however, the
non-equilibrium nature of the growth determines certain limitations. Un-
der these low temperature conditions, besides the desired Mn2+ in high spin
configuration sitting in Ga3+ sites a variety of lattice defects in the struc-
ture of (Ga,Mn)As are expected to occur [6, 18]. Among these the most
common are As anti-site defects (As atoms sitting on Ga sites) and Mn in-
terstitial atoms, both affecting the magnetic and electrical properties of the
(Ga,Mn)As films. The electronic characteristics of the AsGa defects can vary
from zero charge to double ionized for paramagnetic and ferromagnetic sam-
ples, respectively [19]. In addition, depending on the relative arrangement
of As anti-site defects with respect to the surrounding Mn atoms a ferro-
magnetic or antiferromagnetic interaction can be mediated by the As defects
between the neighboring magnetic centers [18]. The location of these de-
fects in the zinc blende structure of (Ga,Mn)As, the correct stoichiometric
arrangement of As and Ga atoms and the substitutional Mn atoms are sum-
marized in Fig. 1.2. As will be described in detail later in this chapter atoms
sitting on Ga sites act as electron donors [19] compensating the p-type car-
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Figure 1.2: Different types of lattice defects in the zinc blende structure of
(Ga,Mn)As (after MacDonald et al. [5]). The most common defects are As anti-
sites and Mn interstitial atoms.

riers provided by the incorporation of Mn in the film and therefore reducing
the conductivity and weakening the ferromagnetic order. In order to prevent
hole compensation or an eventual antiferromagnetic coupling between Mn
centers the epitaxial growth of (Ga,Mn)As has to be carried out in low As
pressure conditions to avoid the formation of As-related defects defects [20].
The incorporation of a considerable amount of Mn atoms into GaAs is a key
point to realize ferromagnetism. But not only the amount of Mn is impor-
tant. The magnetic atoms should occupy specific positions in the lattice to
contribute to the collective ferromagnetic interaction in the material. These
positions are those occupied by Ga atoms in pure GaAs. However, it has been
widely observed that Mn tends to occupy not only these substitutional posi-
tions but also lattice interstitial sites [21]. The value of the lattice constant
of (Ga,Mn)As as a function of the atomic percentage of Mn incorporated
can be a measure of the amount of Mn that occupy substitutional positions.
The lattice parameter a can be determined by X-ray diffraction and its linear
variation with the Mn concentration following Vergard´s Law [9,22] accounts
for the full incorporation of Mn in substitutional sites. In this case also accu-
rate values for the lattice constant of GaAs and MnAs [6,22] can be obtained
by extrapolation to x= 0 and 1, respectively. Deviations from Vergard ´ s
Law are a good indication of the presence of defects in the (Ga,Mn)As lat-
tice and in particular of interstitial Mn which is also distinctively reflected
in the electrical and magnetic properties of (Ga,Mn)As as described in the
following.
Each Mn atom sitting on a Ga3+ site provides a p-type carrier that medi-
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ates the ferromagnetic order with other substitutional Mn2+ (3d5). On the
other hand, interstitial manganese counteracts the effects of the substitu-
tional manganese acting as a double donor [24] and coupling antiferromagnet-
ically with the substitutional Mn atoms [25]. In this way, it is often observed
that in the presence of Mn atoms in interstitial positions the Mn density in
(Ga,Mn)As is larger than the p-carrier density [26] and that the saturation
magnetization is too small to account for the expected 4-5 µB per atom [27].
These difficulties can be overcome by annealing of the films at temperatures
comparable or lower than the growth temperature [28]. During annealing the
interstitial manganese atoms are driven towards the surface with a diffusion
barrier that is affected by the electric field of the substitutional Mn atoms
and is of the order of 0.8 eV [29]. In this way, the ferromagnetic properties
and the electrical conductivity of (Ga,Mn)As films can be significantly im-
proved by low temperature annealing. Moreover, this effect can be enhanced
by performing the annealing procedure under oxygen atmosphere. In this
case the interstitial manganese atoms of the film are also passivated through
oxidation once they have diffused to the surface [30].

1.2.2 Hole mediated ferromagnetism

In this section, the most accepted theory accounting for the carrier mediated
ferromagnetism in (Ga,Mn)As will be described. This theory is based on a
Zener-mean field theory that can successfully model to a large extent the
results from various measurement techniques, however, it is also found to
fail when predicting properties such as Curie temperatures as high as room
temperature for certain Mn doped semiconductors. This theory represents
a mayor advancement in the understanding of the properties of these novel
systems, however, many questions still remain open regarding the mechanism
of the hole mediated ferromagnetic interaction in (III,Mn)V diluted magnetic
semiconductors and in particular (Ga,Mn)As.
The most cited theory describing the ferromagnetic interaction in these sys-
tems was developed by Dietl and is based on the exchange interaction be-
tween charge carriers and localized spins first proposed by Zener [31,32] for
magnetic metals. The Zener theory was not particulary suitable for magnetic
metals since it pictures a competition between ferromagnetic and antiferro-
magnetic interactions that leads rather to a spin-glass than to a ferromagnetic
ground state. However, in semiconductors it becomes relatively accurate and
also equivalent to the well known theory developed by Ruderman, Kittel, Ka-
suya, and Yosida (RKKY) [33,34]. The key point for this success is that the
mean distance between the carriers in ferromagnetic semiconductors is much
greater than between the spins. Under these conditions the exchange interac-
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tion mediated by the carriers is mostly ferromagnetic reducing the tendency
towards the spin-glass state.
In Dietl’s theory Mn atoms act on the one hand as a source of localized
5/2 spins and on the other hand as effective acceptors where the magnetic
d electrons do not contribute to the charge transport. In this picture, the
holes residing in the valence band couple antiferromagnetically with the Mn
spins resulting in an effective spin-spin long range ferromagnetic interaction
that can be treated within the mean-field approximation [35]. In particular,
Dietl’s theory puts special emphasis in incorporating spin-orbit interactions
to the Zener model. Along these lines, this modified Zener model becomes a
very powerful tool for accurately calculating parameters such as Curie tem-
perature, saturation magnetization or magnetic anisotropy for zinc blende
and wurzite semiconductors and in particular for (Ga,Mn)As. Perhaps the
most remarkable result of this mean field approach is the prediction of the
proportionality between the Curie temperature and the cubic root of the car-
rier density (Tc∝ p1/3)which has been extensively used to accurately model
many experimental studies in the literature [36].
For a better understanding of the coupling between the holes and the Mn

magnetic moments the orbital character of the valence band states will be
shortly addressed. The top of the valence band in GaAs consists of levels
that have 4p character. This originates from the contributed Ga and Ar
4p atomic orbitals, however, the resulting band states have not an equal
contribution from Ga and As but are heavily weighted on the As atomic
orbitals [37]. Since the Mn d electronic levels reside within the valence band
of the GaAs host p-d hybridization is found to dominate the interaction be-
tween the holes and the magnetic moments of the Mn atoms. This argument
is the key for the antiferromagnetic interaction between the holes and the Mn
moments [38]. The p-d exchange interaction can be presented in a simple
physical picture applicable when the problem is treated in the framework of
the mean field theory. Suppose that the filled spin-down levels in the Mn d -
shell have a certain energy corresponding to GaAs levels deep in the valence
band and that the empty Mn d spin-up levels are located above the Fermi
level in the conduction band. Under these circumstances hybridization of
the p and filled d levels can occur. Hybridization is understood as the level
repulsion of states having the same spin, which in this case will produce a
shift of the levels in the valence band that have the same spin state as the
Mn d shell (spin-down) to higher energies relative to the energy of the spin-
up valence band levels. This electronic hybridization process is the origin of
the antiferromagnetic coupling between the valence band states and the Mn
local magnetic moments since the majority hole carriers will be created in
spin-down states. This simple picture explaining the effective ferromagnetic
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Figure 1.3: Electron diagram of the energy shift between spin-up and spin-down
states of the isolated Mn acceptor level (top) and of the top of the valence band in
the many-Mn system (bottom) resulting from p-d hybridization (after Jungwirth
et al.)This electronic hybridization process is the origin of the antiferromagnetic
coupling between the valence band states and the Mn local magnetic moments.
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Figure 1.4: Predicted Curie temperatures for different Mn doped III-V, group
IV and II-VI semiconductor compounds for a 5% Mn concentration (after Dietl et
al.).

coupling between Mn spins emerging from p-d hybridization in GaMnAs was
first given by Jungwirth et al. [39] and is presented as a summary in Fig.1.3.

In the following, a more phenomenological analysis of Dietl’s theory will
be presented where the predicted Curie temperature tendencies will be dis-
cussed in detail. As mentioned earlier in this paragraph this theory predicts
that Curie temperatures as high as room temperature could be achieved in
materials built up from light elements such as GaN, Zn or C as shown in
the diagram of Fig 1.4 from Ref. [35]. Unfortunately none of these mate-
rials has reached the predicted high ferromagnetic transition temperatures
partially due to experimental difficulties in achieving high doping levels. On
the other hand, even in compounds such as GaN where the Mn solubility
is higher than in (Ga,Mn)As, which could allow for a higher Mn incorpora-
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tion, the high Curie temperatures remain elusive. In the case of (Ga,Mn)N
the valence band edge and the Mn d levels are much farther apart than in
(Ga,Mn)As. This makes a substantial difference since in (Ga,Mn)As the Mn
d states strongly hybridize with the valence band levels [40]. Moreover, the
change in the ionicity of the host crystal can also affect the electronic and
magnetic state of the Mn centers for example by inducing a transition from
a Mn2+ (3d5) trivalent acceptor to a Mn3+ (3d4) neutral impurity [41, 42].
The overestimation of the ferromagnetic interaction in these compounds is a
result of not taking into account such effects that may play a role for certain
materials.

1.2.3 Magnetic anisotropy

The magnetic anisotropy is strongly related to the interaction between the
orbital and spin degrees of freedom of the electrons involved in the magnetic
coupling. In (Ga,Mn)As these electrons are in the d5 configuration where
the orbital momentum averages to zero and no effects due to spin-orbit cou-
pling are to be expected. However, (Ga,Mn)As has shown to have a strong
magnetic anisotropy. Here the origin of the magnetic anisotropy lies in the
remaining ingredient for the magnetic coupling in (Ga,Mn)As, the hole car-
riers. These electric charge carriers that mediate the ferromagnetic coupling
have a nonzero orbital momentum and give rise to the spin-orbit interaction
responsible for the magnetic anisotropy in this material [35].
The behaviour of the magnetic anisotropy in (Ga,Mn)As is also taken into

account in Dietl’s theory where it is found to be not only sensitive to the
concentration of the charge carriers but also to the lattice strain. Fig. 1.5
shows the dependence of the anisotropy field (Hun) on the biaxial strain in
(Ga,Mn)As for two different hole carrier concentrations simulated by Dietl’s
theory. The anisotropy field Hun is the field needed to saturate the magneti-
zation along the hard axis and shows to be strongly dependent on strain. In
particular, the biaxial strain present in GaMnAs that is namely a stress de-
veloped in two directions along the surface of the crystal, shows a transition
from an in-plane to an out-of-plane easy axis as the strain increases. The
notation [100]→ [001] indicates that the easy axis is along the [100] direction
and that the anisotropy field Hun is applied along the [001] direction. As
shown in the calculation in Fig. 1.5 this theory also reflects the dependence
of the critical strain value needed for this transition on the carrier density in
the material. The theory also predicts that such a change from in-plane to
out-of-plane in the magnetic anisotropy can occur even when the layers are
under a constant strain. This has been achieved in the low carrier density
regime of compressively strained (Ga,Mn)As films [43] proving that the in-
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Figure 1.5: Calculated anisotropy field dependence on the biaxial strain for car-
rier concentrations of 3.5x1020 cm−3 and 1.5x1020 cm−3. With increasing biaxial
strain a transition from in-plane to out-of-plane easy axis can be observed (after
Dietl et al.). The notation [100]→ [001] indicates that the easy axis is along the
[100] direction and that the anisotropy field Hun is applied along the hard [001]
direction.

plane to out-of-plane anisotropy change is sensitive to both strain and carrier
concentration independently.
Experimentally, the strain dependence of the magnetic anisotropy has been
most widely exploited by selecting the buffer layer on which the (Ga,Mn)As
films are grown. The most widely used buffer layer materials that provide
a considerable tensile strain and an out-of-plane easy axis are GaInAs or
GaAlAs. In these cases the strain goes from compressive for the case of pure
GaAs buffer layers (easy axis in-plane) to tensile (easy axis out-of-plane) as
the concentration of the In or Al dopants increases [9,45–47]. In addition to
this epitaxial growth induced strain, the magnetic anisotropy in (Ga,Mn)As
has been shown to be susceptible to externally applied strain such as in
the case of GaMnAs/piezoelectric actuator hybrid structures [49, 50] and in
volatile ferroelectric gating devices [48]. These devices have allowed for the
detailed study of the influence of strain in the magnetic anisotropy and are
model systems for the investigation of strain assisted magnetization dynam-
ics.
Apart from the striking anisotropy changes from in-plane to out-of-plane in-
duced by strain or carrier density modulation compressively strained (Ga,Mn)As/GaAs
systems present a complex in-plane anisotropy that is at the center of the
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studies presented in this thesis and will be described in detail in the follow-
ing.
The in-plane magnetic anisotropy in (Ga,Mn)As has two main contributions,
namely, a biaxial and an uniaxial anisotropy component [51]. It is widely ac-
cepted that the biaxial component is of crystalline origin reflecting the cubic
zincblende structure of the host material. As discussed, in (Ga,Mn)As this
anisotropy contribution is related to spin-orbit effects in the valence band [52]
as already introduced and determines the easy axes character of the [100]
and [010] cubic crystalline directions. The other anisotropy contribution is
an uniaxial component that sets an easy axis along one of the cubic hard
axes, namely [110] or [11̄0]. Unlike the biaxial anisotropy the origin of the
uniaxial component has not been yet fully identified. It has been related
to a surface reconstruction induced preferential Mn incorporation at every
monolayer growth step [53] but also to a lowering of symmetry due to an
anisotropic GaAs surface reconstruction during the growth [43]. Other the-
ories even suggest that (Ga,Mn)As is formed by a combination of a matrix
with biaxial anisotropy and an assembly of enclosed magnetic clusters with
uniaxial anisotropy each having the matrix and the cluster assembly differ-
ent ferromagnetic transition temperatures, respectively [44]. Despite the fact
that all these theories seem reasonable and have contributed greatly to the
understanding of various experimental results, the final word on the nature
and origin of this anisotropy component is still under debate.
In view of these two contributions to the in-plane magnetic anisotropy in
(Ga,Mn)As the expression for the energy density of a single domain magnet
can be expressed in the following way [54]:

E =
Kc

4
sin2(2ϕ)−Ku sin2(ϕ− 135◦)−MH cos(ϕ− ϕH) (1.1)

where Kc and Ku are the biaxial (easy axes along the [100] and [010] direc-
tions) and uniaxial (easy axis along the [110] direction) anisotropy constants,
M is the magnetization in the plane, H the magnetic field, and ϕ and ϕH

are the angles of M and H with the [100] direction. In the absence of a
magnetic field the interplay between the two anisotropy components can be
clearly evaluated. In the case of a pure biaxial anisotropy (Ku=0) the en-
ergy minima are located along the cubic easy axis directions [100] and [010].
However, when the uniaxial term starts playing a role, the energy density for
M oriented along the [110] direction starts decreasing and goes from a cubic
hard axis to a uniaxial easy axis direction as the ratio Kc/Ku decreases. In
addition to this, the energy minima shift from the biaxial cubic directions
towards the [110] axis up to the limit of a full uniaxial anisotropy configu-
ration. These magnetic anisotropy transitions as a function of the uniaxial



CHAPTER 1. INTRODUCTION 13

Figure 1.6: Energy density at zero field for the case of pure biaxial anisotropy
(Ku=0), a mixed biaxial and uniaxial anisotropy state with Kc/Ku=2 and a pure
uniaxial anisotropy case (Kc=0).
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anisotropy contribution are summarized in Fig. 1.6 where the energy land-
scapes are given for the case of Ku=0, Kc/Ku=2 and Kc=0.
The most interesting aspect of the in-plane magnetic anisotropy contribu-
tions in (Ga,Mn)As is the possibility of changing from a biaxial to a uniaxial
state by changing the temperature of the system. This biaxial-to-uniaxial
transition has been widely observed in experiments and is a consequence of
the different temperature dependencies of the anisotropy constants Kc and
Ku [55,56]. The anisotropy constants do not depend directly on the tempera-
ture but follow power laws on the value of the magnetization which decreases
as the temperature is increased. The corresponding dependences according to
theory [57] are Kc ∝ M4 and Ku ∝ M2 and have been also found experimen-
tally [56]. In view of these facts, the magnetocrystalline anisotropy constant
will hold the largest values at low temperatures when M is maximum but
will also be expected to decay rapidly as the temperature increases. Since
the uniaxial anisotropy constant decreases only as the cube of the magneti-
zation it can be expected, provided that Kc dominates at low temperatures,
that at a critical value of M (or the temperature) both constants will hold
the same value and eventually the uniaxial anisotropy component will start
dominating the energy landscape. At the temperature where the crossing
point occurs not only changes in the coercive fields along the in-plane direc-
tions can be observed but also striking changes in the magnetic domain wall
dynamics as will be discussed in detail in chapter 3.
It is interesting at this point to recall the theory proposed by Hamaya et
al. [44] already introduced in this section based on the coexistence of mixed
magnetic phases in (Ga,Mn)As. This alternative theory explains the temper-
ature variation of the magnetic anisotropy not in terms of the temperature
dependence of the anisotropy constants but by assuming that a matrix with
cubic uniaxial anisotropy has a lower ferromagnetic-to-paramagnetic tran-
sition temperature than an ensemble of clusters with uniaxial anisotropy
located inside the matrix. Also this description is in good agreement with
the experimentally observed gradual transition between a biaxial to uniaxial
anisotropy and with the mixed anisotropy states found close to the biaxial-
to-uniaxial transition temperature.
The disparity between these two interpretations accounting for the temper-

ature dependence of the magnetic anisotropy is summarized in the cartoon
in Fig. 1.7. In this picture it is shown that after applying a small magnetiz-
ing field in a certain direction the average magnetization projection on the
direction of the external field is the same for both models. These models
seem to be in accordance with the experimental results regarding the mixed
biaxial-uniaxial anisotropy in (Ga,Mn)As. Thus, the theory accounting for
the magnetization dynamics in (Ga,Mn)As needs further development and is
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Figure 1.7: Sketch of the single phase and the cluster-matrix model. After mag-
netizing the average projection of the magnetization on the direction of the applied
field is the same in both cases despite the different proposed local arrangement of
the magnetic moments.

still a subject of intense debate in the scientific community.

1.3 Magnetic domains and domain walls

In this section the basic physics of magnetic domains and domain walls will be
given. Different domain wall structures and the driving force for the forma-
tion of magnetic domains will be introduced in order to provide a background
for the results that will be presented in chapter 3. Magnetic domain imaging
techniques will not be discussed in this part of the thesis as a special section
will be dedicated to the Kerr microscopy set-up used in this work in chapter
2.

1.3.1 The origin of magnetic domains

To begin with a discussion on the origin of ferromagnetic domains it is nec-
essary to move one step back and recall the fundamental basis of ferromag-
netism.
The first satisfactory explanation for the stronger tendency of elementary
moments to align in a ferromagnet with respect to the moments in a para-
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Figure 1.8: Reduction of the demagnetizing fields or “free poles” by subdivision
of the magnetic domains at the expense of a considerable domain wall energy cost.

magnet was given by Pierre Weiss in 1907 [58]. In this theory a so called
“molecular field”, an analog to the “internal pressure” in the van der Waals
theory of the condensation of gases, was introduced in order to model the
overall effect of the magnetic interaction. This theory proved to be gen-
erally successful in modeling experimental results such as the temperature
dependence of the saturation magnetization. This pioneering concept of a
“molecular field” was later further developed into a quantum mechanical for-
mulation by Heisenberg known as the exchange interaction [59].
Within the framework of Weiss’ theory the fact that ferromagnetic mate-
rials can be spontaneously magnetized even in the absence of an external
magnetic field is well accounted for, but this theory in itself could not give
an explanation to the common fact of finding the majority of the ferromag-
netic materials in a zero average magnetization state. This difficulty was
overcome by Weiss by considering the magnetization vector as being only
fixed in its magnitude while its direction remains as a variable. In this way
a case such as the non-magnetic state of a ferromagnetic material like iron
at room temperature (far below the ferromagnetic transition temperature)
could be explained by considering that the magnetization vectors in different
parts of the magnetic sample are magnetized in opposite directions and in
average cancel one another. It is worth mentioning that this first notion of
ferromagnetic domains presented by Weiss had not been supported by any ex-
perimental observation. The first experimental confirmation of the magnetic
domain concept was provided more that ten years later by Barkhausen [101],
therefore, as often stated in the literature, ferromagnetic domains are a dis-
covery of theory [61,62].

In order to continue with the development of domain theory and reach
a general description of the static magnetization state problem further im-
portant parameters still had to be incorporated in the description, that is
the so called magnetostatic energy or the stray field energy. When a mag-
netized sample has surfaces through which flux lines emerge with a normal
component, so-called “free poles” exist at the end of these surfaces. A mag-
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netic field emanates from the north poles and terminates at the south poles.
Depending on the shape of the sample, the closing path of least energy for
part of this dipole field, namely the shortest distance connecting these poles
with opposite polarity, is through the sample. To the extent that this field
passes through the sample, it opposes the magnetization that set up the sur-
face poles in the first place. The magnetic pole strength per unit surface
area σ is given by the component of the magnetization that is normal to the
surface: σ = M · n where n is a unit vector normal to the surface. The
surface pole density gives rise to a magnetic field on both sides of a surface.
The H field lines emanate from the north poles (positive charges) and ter-
minate on the south poles (negative charges). The field of the surface poles
that passes through the interior of the sample is called the demagnetizing
field [66]. Any finite specimen uniformly magnetized in one direction is sub-
ject to a demagnetizing field which can attain considerable values. This field
can even be larger than that required to overcome any magnetocristalline
effect that might be holding the magnetization in its original direction. Un-
der these conditions, the original uniformly magnetized state becomes clearly
unstable unless a large external magnetic field is applied. As mentioned, the
demagnetizing fields can be also seen as the result of the abrupt change of
the magnetization from a finite value M to zero at the end of the specimen
generating fictitious “free poles” on the surface. A straightforward way of
reducing the number of “free poles” and stabilizing the system would be to
further subdivide the domains into a great number of areas of alternating
pole signs as schematized in Fig.1.8 [63]. However, creating more and more
domains is eventually energetically unfavorable since energy is needed for the
formation of domain walls as it will be discussed in the following section.
This problem was successfully addressed in the magnetic domain theory by
Landau and Lifshitz [64]. Their approach proposed avoiding the stray field
energy by adopting a flux-closure type of domain arrangement as shown in
Fig.1.9. This domain configuration was the result of a variational calcula-
tion method which minimizes the total energy of the system. The largest
contribution to this reduction in the overall energy in this case comes from
avoiding the stray field energy. What is most important about the contri-
bution to domain wall theory from Landau and Lifshitz is the fact that the
system can reach its minimum energy state not only by taking into account
the magnetic anisotropy to define the magnetization direction but also by
adopting a suitable arrangement of the magnetic domains. In this way they
proved for the first time that a flux-closure domain pattern has a lower en-
ergy than the uniformly magnetized state and therefore is preferred by the
magnetic system
As often in research, the initial simple model of Landau and Lifshitz soon
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Figure 1.9: Minimal demagnetization energy domain structure (flux-closure do-
mains) as first proposed by Landau and Lifshitz.

proved not extensive enough to describe all ferromagnetic systems especially
due to their differences in magnetic anisotropies. Intensive research activity
followed in order to explain various experimental observations such as the
differences between domain patterns in uniaxial and cubic crystals. How-
ever, the initial contribution made by Landau and Lifshitz was enormous
and served as a starting point for a series of pioneering studies in the field
of magnetic domains. They provided the general and solid explanation that
was needed for the understanding of the origin of magnetic domains in fer-
romagnetic materials.

1.3.2 Structure and energy of domain walls

As mentioned in the previous section, it is necessary to break up the ferro-
magnet into magnetic domains of opposite magnetization directions in order
to attain a minimum energy state. It is now left to describe the internal
structure of the domain boundaries.
The presence of a boundary between domains implies the rotation of the

magnetization vector within the so-called domain wall. To be stable, this ro-
tation of the spins has to find the right compromise between two distinct en-
ergy contributions, namely, the exchange energy and the magnetocrystalline
anisotropy. The exchange energy contribution tries to keep all the spins
aligned and therefore tends to reduce the rotation angle between two adjacent
moments by spreading the width of the boundary. On the other hand, the
magnetocrystalline anisotropy term tries to keep all the spins aligned along
the direction of the easy axis. This contribution counteracts the effect of the
exchange energy and tends to minimize the width of the boundary in which
the spin direction is deviating from the easy axis direction. The schematic
of the structures of two hypothetical 180◦ domain walls are presented in
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Figure 1.10: Schematic of the hypothetical structure of a 180◦ domain wall as a
monoatomic boundary and with a finite domain wall thickness.

Fig.1.10. One is fully dominated by the magnetocrystalline anisotropy (left)
presenting a sharp monoatomic transition, the other is a more realistic struc-
ture that considers also the exchange energy and presents a finite thickness.
The structure of a magnetic domain wall represents a balance between the
exchange effects which tend to produce a wide wall and the anisotropy forces
which tend to produce a thin wall. To illustrate this more quantitatively it
is worth looking at the expression of the width of a 180◦ domain wall for

the case of uniaxial materials: δ = π
√

A
K

, where δ is the domain wall width,

A is the exchange constant and K is the magnetocrystalline anisotropy con-
stant [61,62,65,66]. The value of A is susceptible to the crystalline structure
of the material and it is also proportional to the exchange integral J which in
turn has a linear dependence on the Curie temperature [67]. Provided that
the value of A is similar for two different magnetic materials the domain wall
width will be determined by the magnetic anisotropy energy. Thus, the wall
thickness can be of the order of 0.2 µm in systems with small anisotropy such
as in soft magnetic materials and be as small as 10 nm in high anisotropy
systems like permanent magnets [66].
It is important to mention at this point that the simplest case of a continu-
ous 180◦ spin rotation inside the domain boundary is by no means the only
possible scenario. Domain walls of reduced angle such as 90◦ or even more
exotic like 120◦ and 60◦ are often found. In fact, most of the domain wall
dynamics studies in this work have been performed on such types of reduced
angle domain walls in (Ga,Mn)As. This topic will be discussed in detail in
chapter 3.
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Figure 1.11: Illustration of the internal spin arrangement inside Néel and Bloch
walls.

In addition to the possibility of a spin rotation of less than 180◦ inside the
domain boundaries there is another fundamental parameter characterizing
magnetic domain walls and that is the direction of the spin rotation axis
with respect to the sample surface. The most simple cases are the so called
Néel and Bloch walls. In the first case the spin rotation inside the wall oc-
curs within the plane of the sample surface while in the case of Bloch walls
the transition is accompanied by the alignment of the spins in a plane that
is perpendicular to the surface. The structure of Bloch and Néel walls are
illustrated in Fig.1.11 left and right, respectively.
Interesting results are obtained when modeling domain walls in thin films

if the magnetostatic energy is taken into account. It is found that the Bloch
wall energy density increases with decreasing film thickness because of the
increased magnetostatic energy due to the appearance of “free poles” on the
surfaces above and below the wall. On the other hand, the Néel wall energy
decreases with decreasing film thickness because it is proportional to the area
of the charged surfaces inside the film. In this way, a transition from a Bloch
wall structure to a Néel wall is expected to occur as the thickness of the film
decreases.
As the final remarks of this section it is good to mention that not only these
two simple domain boundary structures are to be found in ferromagnetic ma-
terials. Much more complex structures can also be adopted to minimize the
magnetostatic energy as the structure, dimensions and magnetic anisotropy
of the material are changed. As an example the so-called cross-tie walls can
be mentioned. In this case the boundary is a composite wall that can be
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found in replacement of a 180◦ Néel wall. Occasionally the cross-tie walls
are energetically favourable compared to the 180◦ Néel walls and consist of
a spin substructure that is mainly formed by a combination of several 90◦

transitions.
Another variable relevant for the domain wall structure is given by the pos-
sibility of taking one or the opposite sense for the rotation of the spins inside
the domain wall. This gives rise to domain wall chirality which is a parame-
ter of great importance when analyzing the interaction between neighbouring
domain walls. The sense of rotation combined with the type of wall (Néel
or Bloch walls) can determine either an attractive or a repulsive interaction
between two adjacent domain walls. In addition, the sense of rotation inside
the domain wall can also be found to vary along the length of the wall, in this
way giving rise to substructures inside the boundary. This case may appear
when the two possible rotation senses of the spins in the domain walls have
the same energy and therefore are equally likely to occur. In this case, both
modes can coexist in the same wall divided by lines between the different
rotation senses called Bloch lines. These Bloch lines can move within the
wall and influence the wall motion in a drastic way interacting strongly with
pinning centers.
As stated previously, many other interesting aspects about magnetic domain
walls could be included in a more extensive recount, however, only the most
basic concepts necessary for the understanding of the work in this thesis have
been discussed.
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Chapter 2

Experimental Methods

In this chapter the experimental techniques that were most extensively used
will be presented. These experimental tools are low temperature magneto-
optical Kerr microscopy and magneto-transport. In both cases a detailed
description of the experimental set-up together with a recount of the basic
physical concepts behind the measurement techniques will be given.

2.1 Kerr microscopy

Kerr microscopy together with Faraday microscopy are the two most promi-
nent techniques for the observation of magnetic domains. For decades they
have been widely used for both the time and space resolved study of magne-
tization dynamics in magnetic materials. In the case of Faraday microscopy
the magnetic contrast necessary for distinguishing magnetic domains with
different orientation of the magnetization is obtained by light transmission
thought the magnetic material. On the other hand, Kerr microscopy pro-
vides magnetic information by evaluating the light that is reflected from the
sample. The Faraday effect can be rarely applied since few magnetic sam-
ples are transparent while the Kerr effect detection in microscopy is a very
powerful tool for imaging the domain structure in a much wider variety of
materials.
One of the main advantages of magneto-optical techniques and in particular
Kerr microscopy is that it allows to monitor the magnetization dynamics
without influencing the magnetization during the observation time as the
heating effect of the illumination is negligible. In addition, it is a non-
destructive technique which leaves samples intact after the measurements
and consequently allows for a simultaneous analysis with other experimen-
tal methods. However, there are also disadvantages like the limitation in

23
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the spacial resolution. This restriction limits the accurate observation of the
magnetic processes typically to domains larger than 0.15 µm corresponding
to an optical resolution of approximately 0.3 µm.
In the following the basics and most important concepts of the magneto-
optical Kerr effect is introduced. In a second part of this section the low
temperature Kerr microscopy set-up used for the collection of the data pre-
sented in this thesis is described in detail.

2.1.1 Magneto-optical Kerr effect

The interaction of a beam of linearly polarized light with a magnetized
medium can lead to changes in the polarization state of light. These changes
can be usefully detected to study time resolved magnetization dynamics and
to reveal the magnetic domain structure in magnetic materials. In particular,
the magneto-optical Kerr effect manifests itself as the change in polarization
of incident linearly polarized light to elliptically polarized light on reflection
at a magnetized surface [63].
To understand this effect better, it is useful to go one step back and analyze
the interaction between linearly polarized light and a non-magnetic material.
In this case, it is possible that the light reflected from the surface is also lin-
early polarized. This can occur when the light polarization direction lies in
or perpendicular to the plane of incidence. If the surface is magnetized, the
reflected beam emerges elliptically polarized even when the incident beam
is polarized parallel or perpendicular to the plane of incidence. In this case
the magnetization of the sample gives rise to an additional light vibration
component, called the Kerr component, perpendicular to the incident light
vibration. This Kerr component added to the original vibration of the inci-
dent beam is responsible for the elipticity in the polarization of the reflected
light. It is worth mentioning that the magnitude of this rotation of the po-
larization is rather small, and moreover, much smaller in general than the
rotation produced by the Faraday effect in transmission systems [68].
The dependence of the Kerr and Faraday effect on the direction of magne-
tization can be rigorously derived from Maxwell’s equations. However, the
solutions can also be described by rather simple arguments using the concept
of a Lorentz force acting on light-agitated electrons. As an illustrative exam-
ple [61], let us assume the magnetization vector to be oriented perpendicular
to the surface. In this case a linearly polarized light beam will induce elec-
trons to oscillate parallel to its plane of polarization, the plane of the electric
field E of the light. As previously introduced, in some cases the reflected
light can be polarized in the same plane as the incident light. Let us call
this the regular component (RN) of the emerging light. Additionally, the
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Figure 2.1: Schematics of the orientation of the magnetization (M ) with respect
to the plane of incidence and the plane of the surface for the polar (left) and
longitudinal (right) Kerr effect. RN is the regularly reflected electric field (E)
amplitude and the Kerr amplitude RK can be thought as generated by the Lorentz
motion vLor.

Lorentz force arising in a magnetic material induces a small component of
vibrational motion perpendicular to the primary motion and to the direction
of magnetization. This secondary motion is proportional to the magnitude
and the orientation of the electric field E with respect to the direction of
the magnetization: vLor = -m × E being m= M /Ms (Ms = saturation
magnetization) the direction of magnetization. As previously discussed, this
generates secondary amplitudes: the Faraday amplitude RF for transmis-
sion and the Kerr amplitude RK for reflection. The superposition of the
amplitude of the regular component of the reflected light RN with either
the Faraday or the Kerr amplitudes RF and RK leads to magnetization-
dependent polarizations.
In particular, the Kerr effect can be observed in three different forms de-
pending on which one of the three possible orientation the magnetization
vector adopts with respect to the plane of incidence and the plane of the
reflecting surface. These three possibilities are named Polar, Longitudinal
and Transverse effects.

• Polar effect.
In this case the magnetization vector lies along the axis perpendicular to
the plane of the reflecting surface as shown in Fig 2.1. This arrangement
produces the greatest rotation of the plane of polarization, which is
usually of the order of 20 minutes of arc. In addition, it is the only effect
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that is non-zero at normal incidence. This light incidence arrangement
(θ = 0◦) is actually where the effect is expected to be strongest. In the
θ = 0◦ configuration, the rotation in the plane of polarization of the
incident light is by symmetry the same for all polarization directions
of the incident beam chosen parallel to the plane of incidence.

• Longitudinal effect.
For the longitudinal effect the magnetization lies in the plane of inci-
dence and also in the plane of the reflecting surface. The light beam
has to be inclined relative to the surface. It yields a magneto-optical
rotation both for parallel and perpendicular polarization with respect
to the plane of incidence, only the sense of rotation is opposite in the
two cases. The rotation produced by this effect is considerably less,
typically a factor of five smaller, than that of the polar effect and also
varies with the angle of incidence. The Lorentz force is found to be
zero at normal incidence or points along the beam thus not generating
a detectable rotation. The maximum rotation is achieved for angles of
incidence close to 60◦.

• Transverse effect.
In the transverse configuration the magnetization is again in the plane
of the reflecting surface but is perpendicular to the plane of incidence.
Interestingly, from the three arrangements the transverse is the only one
that shows no magneto-optical effect in transmission since the Lorentz
motion is either zero or points along the propagation direction. How-
ever, in reflection, light of parallel polarization will generate a Kerr
amplitude but the polarization direction is the same as that of the
regularly reflected beam. The transverse effect therefore causes an am-
plitude variation of the light that can be measured but it will produce
little contrast in a visible image. To generate a detectable rotation
in the transverse case, the polarization of the incident beam is cho-
sen between the parallel and perpendicular orientations. In this way,
the perpendicular component is not affected while the parallel compo-
nent is modulated in its amplitude leading to a detectable polarization
rotation.

In Fig. 2.2 the longitudinal effect for perpendicular polarization with respect
to the plane of incidence and the transverse effect are schematized. Note the
change in sign in the Lorentz motion with respect to the longitudinal effect
with parallel polarization shown in Fig. 2.1.
All these effects can be combined in a quantitative way by a general formula
for the Kerr effect. In this model, the light passes first through a polarizer
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Figure 2.2: Diagram of the longitudinal Kerr effect with perpendicular polariza-
tion (left) and the transverse Kerr effect (right). The magnitude of the longitudinal
effect is the same as in Fig 2.1 but of opposite sign. In the transverse configuration
only parallel polarization yields an effect and only in reflection.

of setting ψp measured from the plane of incidence as indicated in Fig. 2.3.
Then it is reflected from the surface of the sample, experiencing regular
amplitude reflection coefficients Rp and Rs for the components parallel and
perpendicular to the plane of incidence. The Kerr amplitudes RK

pol, RK
lon

and RK
tra for the polar, the longitudinal and the transverse cases are excited,

depending on the magnetization components mpol, m lon and mtra. Finally the
light passes through an analyzer with the setting αs measured from the axis
perpendicular to the plane of incidence, leading to the total signal amplitude
that has the following form [61]:

Atot = −Rp cos ψp sin αs + Rs sin ψp cos αs + Rpol
K cos(αs − ψp)mpol

+Rlon
K cos(αs + ψp)mlon − Rtra

K cos ψp sin αsmtra.
(2.1)

The regular reflection coefficients Rp and Rs can be derived from the optical
constants and the angle of incidence. Only small values of αs and ψp are
needed to adjust the polar and longitudinal effects for optimum contrast.
The transfer effects yield the largest modulation in the amplitude Atot after
the analyzer if αs ≈ ψp ≈ 45◦, provided that the two regularly reflected
amplitudes Rp and Rs are about equal.
A simplified expression for the absolute values of the Kerr amplitudes RK

pol,
RK

lon and RK
tra involved in the expression of Atot (Eq. 2.1) can be derived
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Figure 2.3: Schematics of the general arrangement of the polarizer of setting ψp

and the analizer of setting αs in a Kerr effect detection set-up. The angles ψp and
αs are measured from the plane of incidence of the beam and its perpendicular,
respectively.

in terms of the easily accessible regular intensity reflectivities r p and r s.

|Rpol
K | = (|Qv|/4n1)

√
n2

1 + k2
1

√
(1− rs)(1− rp) (2.2)

|Rlon
K | = (|Qv|/4n1)n0 sin θ

√
(1− rs)(1− rp) (2.3)

|Rtra
K | = (|Qv|/4n1)n0 sin θ(1− rp) (2.4)

where n0 is the refractive index of the environment and n1+ik 1 is the com-
plex refractive index of the magnetic substrate. The angle θ is the angle
of incidence measured form the surface normal. From these relations it can
be observed that if the regular reflectivities r p and r s are reduced to zero,
the Kerr amplitudes RK assume their largest values. In this way, an en-
hancement of the Kerr effect can be achieved by incorporating an effective
dielectric anti-reflection coating for the material of interest. As an example
of this Kerr effect enhancement method ZnS is commonly employed for the
coating of metallic samples.
The equations 2.2, 2.3 and 2.4 also show clearly that, as it has been already
qualitatively introduced, the polar Kerr effect is stronger than the other two
effects. This difference is not only dependent on the angle of incidence by
the factor 1/sin θ, but also by the factor

√
n2

1 + k2
1 related to the refractiv-

ity of the magnetic material to be analyzed that as a consequence of Snell’s
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law reduces the angle of incidence inside the magnetic medium affecting the
magnitude of the Kerr effect.

2.1.2 Magnetic contrast

This section is dedicated to provide some relevant theoretical considerations
regarding the optimization of the magnetic contrast in Kerr microscopy [61].
For two domains with opposite magnetization, the Kerr amplitudes differ
only in sign. The expression for the total amplitude given in the last section
(Eq. 2.1) can be written in a more compact way. If AN and AK account
for the regular and the Kerr amplitudecontributing to Atot, respectively then
AN contains the first two terms of Eq. 2.1 and the rest of the expression is
represented by AK therefore, the expression for the total amplitude becomes
Atot=AN ±AK . In this way we may define the ‘Kerr rotation’ as the angle
ϕK=AK/AN which typically yields rather small values. According to what
has been previously introduced we can assume in a simplified picture that
in such a configuration where αs =ϕK the light coming from one of the do-
mains will be completely extinguished. Setting the analyzer in this fashion
will result in one domain appearing dark while another domain with opposite
magnetization will appear bright in comparison. A summary of the param-
eters involved in this discussion regarding the magneto-optical contrast are
presented in the diagram in Fig. 2.4
However, rotating the analyzer beyond the extinction point (αs =ϕK) can
be of great benefit in terms of improving the magnetic contrast as will be
shown in the following. If we assume that the phases of the regular and
the magneto-optical amplitude are equal then the intensity of the domains
observed as ‘dark’ (I d) becomes relative to the incident intensity as follows:

Id = A2
N sin2(αs − ϕK) + I0 ∼= (AN sin αs − AN cos αs)

2 + I0 (2.5)

where I 0 is a background intensity and ϕK=AK/AN as introduced above. In
this way the relative intensity of the ‘bright’ domain becomes:

Ib = A2
N sin2(αs + ϕK) + I0 ∼= (AN sin αs + AN cos αs)

2 + I0 (2.6)

since the ‘dark’ and ‘bright’ domains differ only by the sign of ϕK . As follows
from these expressions the relative magneto-optical signal is the difference
between the two intensities:

smo = Ib − Id = 2 sin(2αs)ANAK . (2.7)

The magnetic contrast is, thus, a function of the Kerr amplitude AK and
therefore of the corresponding magnetization component. From this expres-
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Figure 2.4: Diagram illustrating the parameters involved in the optimization of
the magnetic contrast in Kerr microscopy.

sion it can be also extracted that increasing the angle αs leads to the en-
hancement of the magneto-optical signal. However, the important quantity
for the magneto-optical contrast is the magneto-optical signal normalized to
the total signal: C mo= smo/(I b+I d). This simple expression for C mo can be
optimized with respect to the angle αs to give the following results:

tan αC
opt =

√
A2

K + I0

A2
N + I0

,Copt =
AKAN√

(A2
N + I0)(A

2
K + I0)

≈ AK√
A2

K + I0
(2.8)

The last expression is only valid for I 0¿A2
N . These expressions suggest that

for large values of AN the optimum contrast depends only on the background
intensity and on the magneto-optical amplitude AK and not on the regular
amplitude AN or the Kerr rotation ϕK . The contributions to the background
intensity are determined by imperfect polarizers and surface imperfections
among other factors.
It is important to note that the criterion of maximum contrast is a key point
to be considered when thinking of magnetic domain imaging, however, it
does not guarantee the best visibility of domains. As in many occasions
found in experimental work, it is vital to have a good signal-to-noise ratio.
In this regard potential sources of noise such as fluctuations in the light
source, in the optical path, or in the sample itself can play a significant role
and therefore need to be reduced to the absolute minimum to achieve good
magnetic contrast.
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Figure 2.5: Scheme of the experimental low temperature Kerr microscopy set-up
used in this work. The geometrical arrangement of the plane of incidence of the
light of the microscope and the coils generating the in-plane magnetic field exploits
the Longitudinal Kerr effect.

2.1.3 The Kerr microscope and measurement set-up

In the following technical aspects of Kerr microscopy and in particular those
applying to the instrument employed in these studies will be given. At this
point it is important to recall that the magnetic domain studies in this thesis
where carried out on (Ga,Mn)As materials with in-plane magnetic anisotropy.
Therefore, as can be understood from the previous sections the optical ar-
rangement chosen for the measurements relies on the Longitudinal Kerr ef-
fect.
Since the Curie temperature of GaMnAs is below 70 Kelvin, an experimen-

tal set-up allowing for optical measurements at cryogenic temperatures is
needed. In Fig. 2.5 the experimental set-up employed for the investigations
presented in this work is sketched. The cryostat consists of a cold finger
situated in a high vacuum environment which is cooled with liquid Helium
under continuous flow conditions. Even at low temperatures of 3 Kelvin, the
temperature of the sample does not differ substantially from that of the cold
finger provided there is a good thermocoupling. The cold sample inside the
cryostat can be optically analyzed through optical windows which allows for
measurements both in reflection and in transmission. As shown in Fig. 2.5,
there are two coils situated at both sides of the cryostat that can generate
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an in-plane magnetic field up to 200 mT.
As mentioned previously, the Longitudinal Kerr effect was exploited to re-
veal the magnetization dynamics of (Ga,Mn)As with in-plane anisotropy.
The Kerr microscope is arranged accordingly as shown in Fig. 2.5 namely,
with the plane of incidence of the light beam parallel to the axis of the coils.
As discussed in the previous section magnetic contrast between ‘dark’ and
‘bright’ domains is influenced by the value of the magnetization. In materials
such as iron the magnetic contrast is high enough to detect domains without
image processing. In the case of (Ga,Mn)As the magnetization values are
much smaller and the domain pattern is not visible at a first sight. In order
to reveal the domain wall dynamics an image substraction processing of the
recorded data was employed. This consists in initially saturating the magne-
tization of the samples and saving an image detected by a CCD camera that
will later be substracted from the recorded frames during the magnetization
reversal process of interest. This methods proves successful for the obser-
vation of the changes in the domain pattern with respect to the saturated
material. In a final step, all the substracted images are treated for contrast
enhancement with the software WSxM [69] using the ‘smoothing’ and ‘equal-
ize’ functions. This procedure has been used for the image processing of all
the Kerr microscopy data shown in this work.
The longitudinal Kerr effect has not only been used for imaging of the mag-
netic domain walls but also for measuring magnetization loops. This has
been done using the MOKE (magneto-optical Kerr effect) technique which
is based on the same magneto-optical principle as Kerr microscopy but lacks
of spacial resolution and is therefore, non-local. In this case the illumination
source is a red diode laser beam with the same plane of incidence as the mi-
croscope. After going though a polarizer the beam is reflected on the sample
surface, passes through an analyzer and is finally detected by a photomulti-
plier. In this case the signal obtained is not an image but the average Kerr
rotation across the complete spot size of the laser (approximately 1 mm).
Unlike SQUID (superconducting quantum interference device) the MOKE
technique does not provide a quantitative value for the magnetization but
it is of great use for the determination of coercive fields and multiple step
reversals as will be presented in the upcoming chapter.

In the following the arrangement of the microscope optical components
will be shortly discussed. The microscope exploits the so-called Köhler il-
lumination method. The principle of the Köhler illumination light path is
schematized in Fig. 2.6. The Köhler set up has the advantage of avoiding
optical distortions without attaining negative effects on the quality and ho-
mogeneity of the light illuminating the sample which is vital for achieving
magnetic contrast. The use of a Berek prism as a mirror element is par-
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Figure 2.6: Diagram of the arrangement of the optical components for Köhler
illumination inside the Kerr microscope. The light source is a Hg lamp and the
detection is performed with a CCD camera.

ticularly suitable for measurements of the longitudinal effect since it causes
no light loss and introduces little depolarization, however, it also restricts
the resolution in one direction [61]. As for the light source a mercury lamp
has been employed since it offers sufficient brightness and emits in a wide
frequency range (white source), however, its stability is rather poor and its
lifetime quite limited. The detection of the light reflected from the sample is
done by a CCD (charged-coupled device) camera that provides both sufficient
spacial and time resolution. This allows to study the magnetic relaxation as
well as the anisotropic domain wall propagation as will be shown in the fol-
lowing chapter.

2.2 Magneto-transport

Measurements of electric charge transport in metallic and semiconducting
materials is a key point for the understanding of their physical properties
and even their structure. Moreover, transport under the influence of mag-
netic fields can lead to the observation of new effects that can be particularly
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interesting when the devices are made out of magnetic materials. In addition
to the interesting physics behind these magneto-transport effects, enormous
technological applications have been discovered from which we benefit today
such as the giant magneto-resistance [70, 71] in magnetic storage media ex-
ploiting spin dependent transport.
In this section a concise overview on the most relevant magneto-transport
effects to this work will be given. Special emphasis will be put on some of
the various types of Hall effects and how they are approached both from a
theoretical and experimental point of view to reveal the magnetic properties
of (Ga,Mn)As. At the end of this section a short comment will be given on
the fabrication of the (Ga,Mn)As magneto-transport devices.

2.2.1 Ordinary and anomalous Hall effect

As an introduction to the magneto-transport effects relevant to the study of
(Ga,Mn)As with in-plane anisotropy let us discuss some of the basic concepts
regarding the ordinary and anomalous Hall effect. The ordinary Hall effect
is a phenomenon in which a transverse electric field (EH) appears across a
sample when an applied magnetic field H has a component perpendicular to
the current density I :

EH = RH(I × µ0H ), RH = (ne)−1 (2.9)

where RH is the Hall coefficient which describes the strength of the effect
and depends on the carrier density n. This ordinary Hall effect is a result
of the Lorentz force F=µ0q(v×H ) acting on the charge carriers of charge q
and velocity v [66]. From these expressions it is evident that the Hall voltage
will change sign according to the charge of the carriers and most importantly
that the carrier density can be calculated from Hall measurements, a method
widely used in the literature.
The material in which the Hall effect is observed needs not to be magnetic
although the magnitude of the Hall resistivity appears to be much higher
in ferromagnetic materials. This stronger effect is due to an additional con-
tribution to the Hall resistivity that is dependent on the magnetization of
the material and is called anomalous Hall effect [72]. Since the anomalous
Hall effect is linearly dependent on the magnetization M we can write the
complete expression for the Hall resistivity (ρxy) for ferromagnetic materials:

ρxy = RHH + 4πRanM (2.10)

where the first term is the ordinary Hall resistivity proportional to the ex-
ternal field and the second term accounts for the anomalous Hall effect pro-
portional to the magnetization M.
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The anomalous Hall contribution is usually attributed to a spin-orbit cou-
pling induced anisotropic scattering of spin up and down electrons. The
scattering mechanisms involved are accounted for in the dependence of the
anomalous Hall coefficient Ran on the longitudinal resistivity ρxx. In par-
ticular, the co-called ‘skew’ and ‘side-jump’ scattering mechanisms hold a
linear and quadratic dependence of Ran on ρxx, respectively. However, it is
also found in the literature that the dominant contribution to the anomalous
Hall effect in ferromagnetic semiconductors is due to a scattering-independent
component arising from the Berry phase acquired by the itinerant electrons
traversing closed paths on the spin-split Fermi surface which also shows the
relation Ran ∝ ρ2

xx [73–76].
In the ferromagnetic semiconductor (Ga,Mn)As the contribution of the anoma-
lous Hall resistivity to the overall Hall resistivity is large due to the partici-
pation of the charge carriers in the magnetic interaction [75]. In this way, to
reliably calculate the hole density it is necessary to separate the ordinary and
anomalous Hall contributions. However, the differentiation between these
two components appears not to be a simple task since, as previously men-
tioned, the anomalous Hall coefficient Ran is found to depend not only on the
magnetization that can be saturated with a large enough magnetic field but
also on the longitudinal magnetoresistance ρxx. Under these circumstances
both the ordinary and the anomalous contribution to the Hall resistivity are
functions of the magnetic field making a separation between them a non-
trivial matter.
In order to circumvent this problem, a very accurate procedure has been
developed for the calculation of the carrier density in the presence of the
anomalous Hall effect contribution in (Ga,Mn)As. In this approach, both
ρxy and ρxx are measured at high magnetic fields as a function of temper-
ature. In this way the functional form of Ran(ρxx) can be obtained. The
dependence is found to follow the expression Ran(ρxx)

n where the exponent
n varies between 1 and 2 and is sample dependent. Once n is known the ex-
pression for Ran can be used to fit ρxy versus magnetic field and determine the
value of the hole density. However, accurate values can not be obtained from
all types of samples and for some cases certain limitations of the method need
to be taken into account. In the curves of ρxx versus field the low field part
(approximately below 0.5 T) shows an initial positive magnetoresistance typ-
ical of (Ga,Mn)As with in-plane anisotropy. Beyond this regime a negative
magnetoresistance is observed whose contribution decreases as the magnetic
field is increased. The value of this negative magnetoresistance can be of
crucial importance for the accuracy of the calculation of the hole density.
Reliable results can be obtained with a negative magnetoresistance of up to
3%. The contribution of the negative magnetoresistance has been found to
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Figure 2.7: Anisotropic magnetoresistance in (Ga,Mn)As. The longitudinal re-
sistivity (ρxx) goes from a minimum to a maximum value when the magnetic field
rotates the magnetization from parallel to perpendicular directions with respect
to the current.

be largest in insulating samples, therefore limiting this method to metallic
samples where the negative magnetoresistance is small [76].

2.2.2 Anisotropic magnetoresistance and Planar Hall
effect

The presence of the external magnetic field, as previously discussed, deflects
charges from the current path due to the Hall effect and therefore increases
the resistance. This so-called ordinary magnetoresistance is present in both
metals and semiconductors. On the other hand, just as the Hall effect in a
ferromagnet has two components dependent on the magnetic field and the
magnetization, respectively, so does the magnetoresistance. This additional
contribution, the anisotropic magnetoresistance, depends on the orientation
of the magnetization with respect to the direction of the current and is nor-
mally much stronger than the ordinary magnetoresistance component. This
is exemplified in Fig. 2.7 for (Ga,Mn)As where the resistivity perpendicular
to the magnetization (ρ⊥) is larger than the resistivity parallel to the mag-
netization (ρ‖) [77]. The dependence of the longitudinal resistivity on the
direction of the magnetization with respect to the direction of the current
follows the expression:

ρxx = ρ⊥ − (ρ⊥ − ρ‖) cos2(θ) (2.11)

as shown in the plot in Fig. 2.7. Thus, if the crystalline axis of the (Ga,Mn)As
sample are known with respect to the Hall bar orientation the direction of
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Figure 2.8: Sketch of the typical temperature dependence of the longitudinal
resistivity in (Ga,Mn)As and the temperature variation of the spin-disorder scat-
tering contribution. This last contribution allows for the identification of Tc as the
maximum of the ρxx versus temperature plot.

the magnetization can be traced by analyzing the value of the resistivity as
a function of the magnetic field.
The longitudinal resistivity is not only valuable when probed as a function

of the magnetic field but also its temperature dependence can give very im-
portant information about the magnetic properties even in the absence of a
magnetic field. The ρxx versus temperature plot typically shows a distinct
peak centered at the ferromagnetic transition temperature that can be un-
ambiguously used to measure Tc in a simple and reliable way exclusively by
means of electrical transport. This peak is attributed to spin-disorder scat-
tering. In Fig.2.8 the spin-disorder scattering contribution to the resistivity
is schematized together with the typical shape of the temperature depen-
dence of ρxx for a metallic GaMnAs sample. The spin-disorder scattering
remains constant in the paramagnetic region and when going down in tem-
perature through the ferromagnetic transition it gradually drops until the
magnetic order of the spin system is completed [78]. In this way, the Curie
temperature can be evaluated by monitoring the temperature dependence of
the longitudinal resistivity due to the significant contribution to ρxx coming
from spin-disorder scattering. This simple method for the determination of
Tc will be recalled in many occasions throughout this thesis as it was em-
ployed to test the effects of various treatments on the magnetic and electrical
properties of different (Ga,Mn)As samples. A more accurate procedure for
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obtaining the value of the Curie temperature from resistance vs. temperature
measurements involves taking the derivative of the temperature dependence
of the resistance [79]. In the plot of the first derivative of the resistance vs.
temperature data the Curie temperature can be observed as a clear singular-
ity which substantially decreases the error bar for the determination of Tc.
As mentioned, in the results presented in this thesis the Curie temperature
values will be analyzed in a more simple way only by reading the values of
the resistance peak. This approximation is made considering that in this
case the focus is on the relative differences between the position of the re-
sistance peaks before and after different treatments. Consequently, a larger
error bar does not affect the conclusions drawn since they do not rely on the
magnitude of the absolute values but rather on their relative differences.
To continue with the description of the magnetic field dependence of the
transport properties of (Ga,Mn)As let us address once again the Hall effect.
The conventional configuration for the Hall effect involves an applied mag-
netic field perpendicular to the current and to the voltage probes, namely a
magnetic field that points out of the plane of the Hall device. However, if
the magnetic field is applied in the plane of the device rather than normal
to it a component of the electric field can appear normal to the current and
also normal to the ordinary Hall effect. This is a pseudo Hall effect or most
commonly known as the planar Hall effect. It arises due to the difference
between the electrical resistivity measured when the magnetization is per-
pendicular (ρ⊥) or parallel (ρ‖) to the current. If the magnetization makes
an angle θ with the current density then, because of the difference between
ρ⊥ and ρ‖ the resistivity of the sample is effectively anisotropic so that the
electric field and the current are not longer parallel [80]. The component
of the electric field that is perpendicular to the current is given by a sinu-
soidal function of the angle 2θ that divided by the current density gives the
following expression for the transverse resistivity:

ρxy =
−(ρ⊥ − ρ‖)

2
sin(2θ) (2.12)

The planar Hall effect, thus, can provide information on the magnetization
dynamics in a similar way as the anisotropic magnetoresistance (ρxx).
In (Ga,Mn)As the planar Hall effect is particularly strong showing signals up
to four orders of magnitude larger than in the case of metallic ferromagnets
which is why the effect is also called ‘giant planar Hall effect’ [54]. This
unusually enhanced effect is also present in the absence of a magnetic field
as a spontaneous transverse voltage that develops due to spin-orbit coupling
solely in response to a longitudinal current. However, it is most interesting
to employ the marked magnetic field dependence of this effect together with
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the anisotropic magnetoresistance to elucidate the magnetic anisotropy in
(Ga,Mn)As. It follows from the expression given for ρxx and ρxy that for a
system with cubic biaxial anisotropy, as it is the case for (Ga,Mn)As, there
are certain configurations for the direction of the current that give the opti-
mum signal. In the case of the current running along one of the easy axes a
distinct and sharp magnetization reversal event can be observed when mon-
itoring the longitudinal resistance in the presence of 90◦ domain walls. The
same holds for the case of the Hall bar (and therefore the current) directed
along a crystalline hard axis, namely bisecting the two biaxial easy axes, and
the transverse resistance.
In order to probe the magnetic anisotropy by transport means it is not enough
to measure the anisotropic magnetoresistance and the planar Hall effect in
only one direction of the magnetic field. The most widely spread method
involves recording the magnetic field dependencies of either ρxx or ρxy for
different angles of the applied magnetic field with respect to the direction
of the current. From each one of these measurements the field necessary to
reorient the magnetization, the coercive field, can be extracted and plotted
in a polar graph as a function of the direction of the applied in-plane mag-
netic field. This plot can give a considerable amount of information on the
magnetic anisotropy, most importantly the direction of the easy axes that
can be in turn related to the relative strength of the two in-plane anisotropy
contributions in (Ga,Mn)As. This method has been widely exploited in this
work to trace the changes in anisotropy resulting from the effects of temper-
ature (chapter 3), of the incorporation of oxygen species (chapter 4) and of
the adsorption of molecules (chapter 5).

2.2.3 Angle-resolved coercive field measurements

As mentioned in Section 2.1.3 the coercive fields can be in principle obtained
by means of the longitudinal Kerr effect. However, the number of measure-
ments needed to obtain enough data points for the angle dependence makes
this method inconvenient since in the experimental set-up described previ-
ously the sample can not be rotated inside the cryostat. In this way each
measurement requires warming up and cooling down the system which can
become considerably time consuming. In order to perform these measure-
ments more efficiently another cryogenic set-up has been employed for the
angle-resolved magneto-transport studies. This system has no optical access
but has a step motor that provides the desired rotation inside the refriger-
ation chamber and perfectly complements the system described in Section
2.1.3.
Unlike the one already presented this cryostat does not rely on the thermo-
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coupling of the sample to a cold finger but cools the sample to liquid He
temperatures via a He exchange gas. The lowest temperatures achievable by
this cryostat are on the order of 1.6 Kelvin. In addition, it is equipped with
a superconducting magnet hat provides magnetic fields as high as 12 Tesla
and can be used for measurements where the magnetization is required to
be saturated along the field direction. The step motor is one of the great
advantages of this system which allows for a full 360◦ rotation with a smallest
step size of 1◦. This rotation can span the magnetic field within the plane
of the sample or also from in to out of plane depending on the initial posi-
tion of the chip carrier. A simple illustration of the sample holder including
the electrical connections to the (Ga,Mn)As devices and the sample position
with respect to the magnetic field is shown in Fig. 2.9. In this configuration
the field is always in the plane of the sample which rotates as indicated by
the red arrow.
At this point it is worth to comment on the structure and fabrication of the

(Ga,Mn)As devices used for the magneto-transport measurements. These
structures are patterned in the shape of standard Hall bars as shown in Fig.
2.7 where two main pads serve as bias current connections together with sev-
eral side leads used for monitoring longitudinal and transverse voltages.
The first step in the fabrication of these devices consists in defining the
so-called mesa structure of (Ga,Mn)As that will later support the electri-
cal connections. This pre-structuring of the bare (Ga,Mn)As films is done
by photolithography followed by wet etching. The lithographic procedure is
based on the modification of a coating polymer, the photoresist, upon expo-
sure to ultraviolet-visible light. In a first step the photoresist is spin-coated
on the (Ga,Mn)As films to assure a homogeneous thickness which can be
adjusted by the rotation speed and in this case is typically of 400 nm. Subse-
quently, the sample is laid under a mask that contains the Hall bar structures,
namely, as reflective and transparent regions determining the parts that will
be protected and exposed to the light, respectively. In a positive process, as
the one used here, the parts of the photoresist that have seen the light can be
thereafter be removed leaving some parts of the film exposed. At this stage
the films with the patterned photoresist are introduced in an etching mixture
of H2O2/H2SO4 with an etching rate of 40 nm/min (for GaAs). In this way,
the (Ga,Mn)As material exposed is etched away until reaching the underly-
ing GaAs to define the mesa structures. The etching time required varies
with the thickness of the (Ga,Mn)As layer that is being patterned and it is
normally set as to etch twice the value of the thickness of the magnetic film to
assure the perfect decoupling of each individual device from the neighbouring
ones. After this procedure is completed the remaining photoresist protecting
the GaMnAs Hall bars is completely removed and a new lithography process
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Figure 2.9: Illustration of the sample holder used to perform angle-resolved
magneto-transport measurements at low temperatures. The direction of the mag-
netic field together with the sense of rotation of the chip-carrier are indicated by
arrows. The shown sample orientation corresponds to the longitudinal and Hall
measurements with in-plane fields.
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Figure 2.10: Sketch of the electrical contact structure of the (Ga,Mn)As devices.
A layer of Cr is evaporated prior to the Au deposition to reassure the good stability
of the gold wires bonded to the pads.

starts, this time for defining the metal pads for the electrical connections.
In this case the regions left unprotected by the photoresist will be covered
by the metal chosen for the contact pads. The structure of the pads consists
of a layer of chromium in direct contact with (Ga,Mn)As followed by a layer
of gold as shown in Fig. 2.10. The thicknesses of these layers are typically
of 20 and 200 nm for Cr and Au, respectively. The intermediate Cr layer is
needed for a good adhesion of the Au layer which is crucial for the bonding
of gold wires on the pads. Finally the bonding to the chip-carrier is realized
by applying an ultrasonic pulse to the bonding wire in contact with the gold
pad. This pulse that can be regulated in strength and duration produces
a local melting of the Au wire and in this way builds an electrical contact
between the wire and the pad.
The experimental techniques described in this chapter are those extensively
used in this work. Other techniques such as Superconducting Quantum In-
terference Device (SQUID) magnetometry, X-ray photoelectron spectroscopy
and X-ray absorption spectroscopy have been used additionally but to a much
lower extent which is why they are not explained in detail. However, a brief
description will be given in the corresponding chapters before the presenta-
tion of the experimental data provided by each one of these techniques.



Chapter 3

Magnetic domain wall
dynamics in GaMnAs/GaAs

In this chapter the experimental results on magnetic domain wall dynamics
in compressively strained (Ga,Mn)As materials will be presented. The chap-
ter is divided in two main sections. In the first part the interplay between
in-plane biaxial and uniaxial anisotropy will be analyzed as a function of
temperature. Studies of domain wall propagation at variable temperatures
give valuable information on how the anisotropy affects the domain wall dy-
namics.
In the second part of this chapter magnetic relaxation processes in GaM-
nAs/GaAs will be addressed. In this section a general introduction to the
magnetic aftereffect and the various models that can successfully describe it
will be given. In the end, the formulation proposed for the modeling of the
aftereffect in (Ga,Mn)As is discussed in detail.

3.1 Biaxial to uniaxial magnetic anisotropy

transition in (Ga,Mn)As

According to the concepts mentioned in chapter 1, the magnetic anisotropy
in GaMnAs/GaAs has two main contributions, a biaxial and an uniaxial
term. These contributions are dependent on the value of the magnetization
with different power laws. Therefore, since M is temperature dependent a
temperature variation will allow for the study of different anisotropy regimes
where either the biaxial or the uniaxial component is dominant. In the follow-
ing this temperature dependence will be analyzed in terms of the projection
of the magnetization on the easy axes of biaxial and uniaxial anisotropy a
quantity which is accessible from SQUID measurements. This information

43
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Figure 3.1: Projected magnetization as a function of temperature measured by
SQUID in a non saturating magnetic field of 50 Oe. The different curves correspond
to the magnetic field applied along one biaxial easy axis ([100]), the uniaxial easy
axis ([110]) and the uniaxial and biaxial hard axis ([11̄0]) indicated by full squares,
open triangles and half open circles, respectively.

together with the change in the shape of the angle-dependence of the coercive
field as a function of temperature will be used to interpret the domain wall
dynamics below and above the temperature where the system switches from
a biaxial to a uniaxial dominated magnetic anisotropy in section 3.1.2.
The sample used in the studies presented in this first section is a GaM-
nAs/GaAs film of 170 nm thickness with a manganese concentration of 5%
and a Curie temperature of 49 Kelvin. A summary of the most relevant prop-
erties of all the samples used in this thesis can be found in the appendix.

3.1.1 Temperature dependent magnetic anisotropy

The value of the magnetization as a function of temperature was measured
by SQUID starting from the lowest temperature after cooling down the sam-
ple in a field of 1000 Oe. The measurements were performed by applying a
non-saturating magnetic field of 50Oe in three different crystalline directions.
These directions are the uniaxial easy axis ([110]), one of the two biaxial easy
axes ([100]) and the uniaxial and biaxial hard axis ([11̄0]) as indicated in Fig.
3.1. The magnetization that is measured by SQUID is the projection of the



CHAPTER 3. MAGNETIC DW DYNAMICS IN GAMNAS/GAAS 45

saturation magnetization on the axis of the applied field. Thus, the SQUID
technique allows to trace not only the absolute magnitude (by using a satu-
rating field) but also the angle of the magnetization with respect to the field
direction (when applying a non-saturating field). As follows, the temperature
dependence of the magnetization direction can give important information
of the magnetic anisotropy when correlated with the crystalline axes of the
sample which is done by evaluating the changes in the projections on these
directions.
The plot in Fig. 3.1 shows the projected magnetization values versus temper-
ature measured using SQUID. In the lowest temperature regime the projected
magnetization on the [100] and [110] directions are similar. This indicates
that the contributions from the biaxial and uniaxial terms seem to be compa-
rable. In the region between 15 and 25 K a transition is occurring where the
importance of the uniaxial term increases with respect to the biaxial term.
Finally, at temperatures around 30 K the uniaxial anisotropy component is
already clearly dominating over the biaxial contribution. Despite the changes
in the strength of the uniaxial and biaxial components the [11̄0] remains the
hard axis through the whole temperature range.
As mentioned in the first chapter this biaxial-to-uniaxial transition is due to
the different dependencies of the anisotropy constants on the magnetization,
and therefore on temperature. In the literature the biaxial anisotropy con-
stant is found to be proportional to M(T )4 while the uniaxial anisotropy con-
stant is proportional to M(T )2 [56]. The biaxial anisotropy constant, thus,
is expected to dominate at high values of M, however, it is also expected to
decrease faster than the uniaxial anisotropy constant as M decreases. There-
fore, between 2K and Tc a crossing over occurs that is in close correspondence
with our experimental observations.
This anisotropy transition is also evident from the angle dependence of the

coercive fields. As illustrated in Fig. 3.2, the magnetization loops measured
by means of the magneto optical Kerr effect (MOKE) can have more than one
transition in certain directions. The coercive fields corresponding to these
transitions are denoted as Hc1 and Hc2 and reflect the two easy axes directions
in the GaMnAs system. The magnetization loop that is taken as example
in Fig. 3.2 (b) corresponds to a magnetic field applied in the [100] direction
(45◦). Typically, in (Ga,Mn)As the polar plot of Hc1 and Hc2 as a function of
the direction of the applied field (in this case with respect to the hard [11̄0]
direction) Hc1 qualitatively describes a rectangle whose aspect ratio is deter-
mined by the interplay between biaxial and uniaxial anisotropies. Along the
global easy axis the system shows the largest Hc1, which is namely, the corner
of the rectangle. Thus, in the case of a pure biaxial anisotropy the corners
of the rectangle should coincide with the [100] and [010] directions, and the
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Figure 3.2: (a) Polar plot of the coercive field as a function of the direction of
the applied magnetic field with respect to the [11̄0] direction at a temperature of 3
Kelvin. (b) Double step magnetization loop along the [100] direction with coercive
fields Hc1 and Hc2 indicated by green and blue, respectively.
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Figure 3.3: Angle dependence of the coercive field at 20K (left) and 27K (right).
The uniaxial magnetic anisotropy is dominating the anisotropy landscape at 27K.

rectangle becomes a square. In light of these facts, we can conclude that
the extent of the deformation of this square into a rectangle is a measure of
the contribution from the uniaxial anisotropy term. The value of the second
coercive field Hc2 describes two pairs of almost parallel lines directed along
the uniaxial easy and hard axes, the [110] and [11̄0] crystalline directions,
respectively. In rigor, the complete graph could be thought simply as the
intersection of two sets of parallel lines rotated by a 90◦ angle with respect
to each other. In this picture the inner part of the lines is described by Hc1

while the extremes are defined by Hc2. This model will be recalled in the
following section to introduce the fitting procedure employed for modeling
the angular dependence of the coercive field.

As the temperature is increased a strong change in the shape of the po-
lar coercivity plot can be observed. Shown in Fig. 3.3 are the polar plots
measured at 20K and 27K. The plot at 20K illustrates an intermediate state
in the biaxial-to-uniaxial transition. The lines corresponding to Hc2 have
disappeared along the uniaxial easy axis direction indicating that the mag-
netization reversal in the close vicinity of this direction has changed from a
two step to a single step process. This gives a hint towards the enhancement
of the uniaxial easy axis since the magnetization reversal is now more favor-
able to occur with both the initial and final state along the [110] direction.
However, moving away from this axis the two step reversal can still be found.
In the 27K plot the uniaxial anisotropy contribution has fully developed in
detriment of the biaxial term. There are single transitions in all directions
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and the reversal mechanism seems to be mediated in all cases by coherent
rotation of the magnetization and successive nucleation/propagation of 180◦

domain walls separating two opposite magnetization states oriented along
the uniaxial [110] easy axis.
In this way combining the information given by SQUID and the MOKE angle
dependence of the coercive fields the temperature ranges corresponding to the
full biaxial and full uniaxial anisotropy landscape have been identified. With
this information let us look at the magnetic domain wall dynamics in both
the biaxial and uniaxial regime at temperatures of 3K and 27K, respectively.

3.1.2 Magnetic domain wall alignment

In this section the changes in the domain wall dynamics, in particular the
domain wall alignment with respect to the crystalline axes, associated with
the transition between biaxial and uniaxial anisotropy will be discussed. Al-
though the internal structure of the domain walls can not be resolved by
our Kerr microscopy equipment, still very important information can be ex-
tracted from the spacial arrangement of the domain walls in the films.
In Fig. 3.4 the nucleation/propagation of the magnetic domain walls un-
der a constant magnetic field at 3K is shown. The magnetic field is chosen
just above the coercive field to induce a slow transition. In this case the
(Ga,Mn)As bare film had been previously patterned into a Hall bar structure
of 200 µm width as described in chapter 2. This geometry was introduced in
order to observe the magnetization reversal in a geometry that is normally
used in standard Hall effect measurements. The first observation from these
images is the selective domain nucleation at the contact pads. This can be
related to small demagnetizing fields arising at the narrower constrictions
whose long axes are perpendicular to the magnetic field. In this images sev-
eral domain walls can be distinguished which tend to have an approximate
±25◦ orientation with respect to the [11̄0] axis (vertical axis). At this point
one step back should be taken to give a few words on the nature of the do-
main wall that is involved in this process.
It is known from various experimental studies including our own [54, 55, 81]
that because of the interplay between the biaxial and uniaxial anisotropy
terms in (Ga,Mn)As different domain walls of reduced angle can be found
for different directions of the applied magnetic field with respect to the crys-
talline axes. The deviation of these domain walls from 90◦, 90◦ being the
pure biaxial anisotropy case, is determined by the extent of the uniaxial
anisotropy contribution. In the cited publications it is discussed how the de-
viation from 90◦ can be estimated by evaluating the shift of the global easy
axes away from the [100] and [010] directions. It is found that the reversal
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Figure 3.4: Two subsequent frames showing the propagation of magnetic domain
walls in a (Ga,Mn)As Hall bar structure. The magnetization reversal is mediated
by 120◦ domain walls. There is a preferential ±25◦ orientation of the domain walls
with the [11̄0] axis.

mediated by two 90◦ domain walls typical of a material with purely cubic
anisotropy is replaced by a process with one 90◦ + δ and one 90◦− δ domain
wall where the value of δ/2 is the shift of the global easy axes due to the
uniaxial anisotropy contribution. This value can be extracted from the shift
of corners of the rectangle described by Hc1 in Fig. 3.2 (a) away from the
cubic directions. In our case the value of δ/2 extracted from the polar plot at
3K is 15◦. Therefore we expect to find domain walls with an angle deviating
30◦ from the purely biaxial case, namely 120◦ and 60◦ domain walls.
The particular directions of the applied magnetic field that will trigger mag-

netization reversal processes involving one or the other type of walls can be
deduced by fitting the angle dependence of the coercive fields. The following
expression models the two pairs of quasi parallel lines observed in the polar
plot in Fig. 3.2 oriented along the [110] and [11̄0] directions for the 90◦ + δ
and the 90◦ − δ cases, respectively [55].

H90±δ =
ε90±δ

M
√

2 cos(45∓ δ
2
)(sin(ϕH)∓ cos(ϕH))

(3.1)

where ε90±δ is the domain wall nucleation/propagation energy. The fitting
procedure allows to identify that the coercive fields describing the pair of
lines parallel to the [11̄0] direction correspond to a magnetization reversal
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Figure 3.5: 180◦ magnetic domain walls under a constant magnetic field along
the [110] easy axis direction at 27K in the uniaxial anisotropy regime. In this case
there is a clear tendency of the walls to align with the uniaxial easy axis. The
(Ga,Mn)As device is the same as that in Fig. 3.4.

mediated by 120◦ domain walls. On the other hand, the pair of lines perpen-
dicular to the [11̄0] axis describes a 60◦ domain wall mediated reorientation
of the magnetization. To be more explicit this means that at 3 Kelvin 120◦

domain walls will be found for Hc1 for magnetic fields applied in the angle
range ± 30◦ from the [110] uniaxial easy axis and also for Hc2 when the field
is applied ± 60◦ from the [11̄0] direction. The opposite holds for the 60◦

domain walls. These walls of reduced angle can be found for Hc1 within a
range of ± 60◦ from the [11̄0] direction and for Hc2 within a range of ± 30◦

from the [110] direction. The crossing point between 60◦ and 120◦ domain
walls for a given coercive field Hc1 or Hc2 as the magnetic field is rotated is
located at the positions of the global easy axes (the corners of the rectangle
described by Hc1).
Using this it is now possible to identify the type of domain walls that are

present in the images of Fig. 3.4. This reversal corresponds to the coercive
field Hc1 and as indicated in the figure with the magnetic field applied along
the [110] direction. In view of what was stated in the previous paragraphs
the domain boundaries presented in these images are 120◦ magnetic domain
walls.
Recalling the changes in the magnetic anisotropy as a function of temper-
ature it has been already mentioned that in the high temperature regime
where the uniaxial anisotropy is dominant 180◦ domain walls are preferred
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Figure 3.6: Magnetic ‘free poles’ at the interface between two domains with
magnetization vectors rotated 90◦ respect to each other. The ‘free poles’ can be
compensated by the rotation of the domain wall such that it intercepts the angle
between the magnetization states at both sides of the wall (right).

for the magnetization reorientation. Thus, by studying the domain wall dy-
namics at 3K and 27K it is possible to identify differences for 120◦ and 180◦

domain walls in GaMnAs/GaAs. To this end, after performing the Kerr mi-
croscopy measurements of Fig. 3.4 the temperature was raised to 27 Kelvin
and the magnetization reversal under a constant magnetic field was imaged
once again on the same Hall bar device. The corresponding images are pre-
sented in Fig. 3.5. In this case the reversal seems to be taking place via
the expansion of a single domain possibly nucleated at the bias contact pad
on the left side of the device. Nucleation at the contact leads can still be
observed although these small domains do not expand into the wide channel
of the Hall bar as seen in the 3K measurements. The most striking observa-
tion when comparing to the low temperature case is the dramatic change in
the domain wall orientation. At 27 Kelvin the domain walls present a clear
preference for aligning parallel to the [110] easy axis direction.
For a better understanding of the domain wall alignment the concepts of

stray fields discussed in chapter 1 need to be revisited. If the domain wall
is thought as an infinitely thin interface between two domains with magne-
tization vectors pointing in different directions it becomes evident that this
interface can show so-called ‘magnetic poles’ arising from the sudden discon-
tinuity of the magnetization, just like on the surface of a magnetic material.
The elimination of these energetically unfavourable poles at the domain wall
can be achieved if the magnetization components perpendicular to the do-
main wall in the two domains separated by this wall are equal and therefore
cancel each other out. This reduction in energy can be induced in the system
by rotating the wall with respect to the magnetization vectors in order to
equalize the magnetization components perpendicular to the wall [62]. This
concept is illustrated in Fig. 3.6 for a 90◦ domain wall. In certain cases the
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Figure 3.7: Diagram of the observed alignment of domain walls with respect to
the easy axes and the directions of magnetization for the low (left) and (high)
temperature cases.

rotation is not completed as to fully eliminate the free poles and therefore
the wall is said to be ‘charged’.
Let us now analyze what is expected in terms of domain wall alignment for
the two cases we have previously discussed, namely 120◦ and 180◦ domain
walls in (Ga,Mn)As. The general configuration that could provide a full com-
pensation of the free poles for any type of domain walls is the one where the
wall bisects the angle between the initial and final magnetization state. Con-
sidering this, in the present case the 120◦ domain walls are expected to align
perpendicular to the [110] direction and the 180◦ domain walls could align
either parallel or perpendicular to the same axis. However, in practice quite
some discrepancies with this model were found, in Fig. 3.7 a summary of the
alignment of the domain walls with respect to the easy axes and the magne-
tization directions for both low and high temperature cases is presented.

In the case of 180◦ domain walls the experimental observations seem to
fit the predictions. However, only one of the two possible arrangements is
adopted by the system. Looking more closely at these two possibilities one
sees that when the wall lies perpendicular to the magnetization the wall is
a so-called head-to-head wall where poles are generated and compensated at
the boundary. On the other hand, if the wall is parallel to the initial and
final magnetization vectors the wall is still not charged but not because of
compensation but because there are no poles at all being generated at both
sides of the wall. This last configuration has most likely a lower energy com-
pared to the head-to-head case and therefore would be expected to prevail.
The analysis of the alignment of 120◦ domain walls is not as simple as that
for 180◦ walls. In this case the walls are ∼25◦ rotated from the expected
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direction parallel to the [11̄0] axis. The domain wall in this case is clearly
charged and proposing that it is due to a tendency to reduce the domain wall
area is not applicable since the domain wall area in this case is larger than
what it would be if it adopted the predicted alignment. One possible expla-
nation for the deviation from the simple model presented above is related to
the magnitude of the magnetic parameters such as saturation magnetization,
magnetic anisotropy and the exchange constant in (Ga,Mn)As. In this ma-
terial these parameters are remarkably lower than those found for instance
in 3d metals. The stray field energy densities in (Ga,Mn)As can be orders
of magnitude lower than for example those for iron, and therefore might not
be the determining factor for the optimum domain wall alignment [82]. In
addition, in very thin films there is the possibility of finding more complex
Néel wall shapes compared to the simple picture presented in chapter 1. For
these cases theory predicts that charged walls can be among the possible
solutions even in the presence of non-zero stray fields [83].
Even though the appearance of charged domain walls in magnetic materials
is not rare a throughout general explanation of extensive applicability is still
lacking.

3.2 Magnetic aftereffect in the biaxial anisotropy

regime

In this section the space resolved study of the domain wall dynamics in
(Ga,Mn)As presented in the last part will be complemented with time re-
solved studies of magnetic relaxation processes. The study of the magnetic
aftereffect in this work has been performed by time and space resolved Kerr
microscopy and time dependent magneto-transport. For all measurements
the temperature of the samples was 3 Kelvin, therefore the study has been
carried out in the biaxial anisotropy regime.

3.2.1 The magnetic aftereffect

The interest in magnetic relaxation effects can be traced back several decades
where the study was mostly centered around the influence of the aftereffect
in the mechanical properties of materials [84].
Magnetic relaxation effects during domain wall transitions as described by
Néel have two distinct origins and are called reversible and irreversible af-
tereffects [85, 86]. In the irreversible aftereffect the time variation of the
magnetization is attributed to the thermal activation of the magnetization
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reversal. The reversible aftereffect (or diffusion aftereffect) is also a ther-
mally activated process but it is associated to the diffusion and reorientation
of the symmetry axis of point defects inside the structure of the ferromag-
net [87,88]. This diffusion of defects is a consequence of the general tendency
of the system to find a lower energy minimum. In this case of the reversible
aftereffect a new lower minimum can be found by changing the orientation
of the symmetry axis of the defect with respect to the local magnetization
direction within the domain wall. The most effective path to realize this is
a short range migration to a different neighboring site. This lower energy
minimum exists only if the symmetry of the defect (interstitial) sites differs
from that of the ideal lattice (substitutional) sites [84,89].
Although (Ga,Mn)As seems to be a good a candidate to show the reversible
aftereffect due to the well-known presence of interstitial Mn atoms in the lat-
tice, symmetry arguments speak against it as will be shown in the following.
In chapter 1 only the presence of interstitial Mn atoms in (Ga,Mn)As due to a
non-equilibrium growth was discussed, however, the interstitial sites that can
potentially host these atoms can have either tetrahedral or hexagonal sym-
metry. These two geometries of the interstitial sites are also not equivalent
from an energetic point of view. In fact, from experimental and theoretical
work it is known that interstitial Mn atoms exclusively occupy tetrahedral
sites [90, 91]. This has important consequences for the mechanism of the
magnetic aftereffect. Since the non-equality of the symmetry of the intersti-
tial sites with respect to the substitutional sites is not fulfilled in (Ga,Mn)As
(both sites are tetrahedral) the reversible aftereffect is not expected to occur.
Therefore, taking into account these symmetry considerations the magnetic
relaxation processes observed in this study can be attributed to the irre-
versible aftereffect.
After identifying the type of aftereffect that is involved in the relaxation pro-
cess in (Ga,Mn)As a brief recount of the possible and most simple models
describing it will be given in the following. The mathematical formulation of
the magnetic aftereffect involves deriving an expression for the time depen-
dence of the magnetization M(t) averaged over a large area of the sample.
This can be done in a simple way by considering the aftereffect as a relaxation
process with a relaxation time τ [93, 95]:

M(t) = α + β exp[−t/τ ] (3.2)

The constants α and β are time independent and the relaxation time τ , for
the case where the transition occurs via domain wall motion, depends both
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on temperature and magnetic field according to [93,94]:

τ = τ0 exp[EA/kBT ] (3.3)

Here τ0 is a pre-exponential factor fairly independent of the field, T is the
temperature and EA is the activation energy that has the following expres-
sion:

EA = 2Mscos(φ)V (HA −H) (3.4)

where V is the activation volume, 2Mscos(φ) is the total magnetization
change during the switching process projected on the field direction (φ is
the angle between Ms and the field direction), and HA is the propagation
field without thermal activation. In a more complex scenario where a wide
distribution of relaxation times are present, the following expression is com-
monly used assuming a flat-topped distribution function for τ :

M(t) = γ − S ln[t] (3.5)

where S is the coefficient of magnetic viscosity that includes the activation
volume and γ is a constant independent of t [95].
In the following section the results obtained for the magnetic aftereffect in
(Ga,Mn)As will be presented. It will become evident that none of the mod-
els described here can accurately fit the obtained time dependence of the
magnetization. In order to model the magnetic aftereffect in (Ga,Mn)As
an alternative formulation partially based on those introduced here will be
presented and discussed.

3.2.2 Time dependence of the magnetization

Domain wall velocity measurements have been carried out on two samples
grown in two different MBE laboratories to confirm that the present study on
the magnetic aftereffect has a far-reaching validity in the field of ferromag-
netic (Ga,Mn)As materials. The as-grown samples employed in this study
(samples A and B, respectively) have different Mn concentrations (2.5 and 8
% Mn) and Curie temperatures (53 and 65 Kelvin) and are also of different
thicknesses (170 and 50 nm).
The irreversible magnetic aftereffect in the compressively strained (Ga,Mn)As
samples was measured by tracking the position of individual domain walls
versus time. The respective position is monitored in movies taken during
Kerr microscopy [69]. To obtain a well-defined initial magnetization state,
the magnetic film was first saturated in a positive in-plane field of 500 Oe.
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After reducing the field to zero in one step, an opposing magnetic field of a
certain value just below the coercivity was applied which remained constant
through the entire time of the Kerr microscopy measurement. As mentioned,
all measurements where carried out at a temperature of 3 Kelvin and with
the magnetic field applied along the uniaxial easy axis direction ([110] and
[11̄0] for samples A and B, respectively).
The time variation of the position of the domain wall is tracked as a function

of the applied magnetic field and always in the exact same section of the film
(see Fig. 3.8 (b)). The starting time of the measurement (t = 0) is defined
as the time corresponding to the frame (in the Kerr microscopy movie) that
precedes the first image where the smallest switched area is observed. The
reverse domain area (DA) at different times is normalized with respect to
the size of the whole image (500µm x 500µm), and by considering the dif-
ference between the switched and the unswitched areas a local value of the
magnetization (M̃) for the portion of material under analysis can be evalu-
ated. This calculation is pictured in Fig. 3.8 (a) where Ms is the saturation
magnetization of the film obtained from SQUID magnetometry. The corre-
sponding saturation magnetization values for samples A and B (obtained in
a saturating field of 1T) are 10 emu/cm3 and 40 emu/cm3, respectively. In
the following, the magnetization values used in the modelling of the magnetic
aftereffect will correspond to M̃ .
As already discussed in-plane magnetized GaMnAs/GaAs materials with
Curie temperatures and magnetization values in the range of those corre-
sponding to the samples studied here are known to exhibit a biaxial domi-
nated anisotropy landscape at low temperatures that evolves into an uniaxial
regime at higher temperatures. The angle between the global easy direc-
tions and the biaxial and uniaxial easy axes is a material and temperature
dependent property. While for sample A the global easy axes are located
approximately φ = 30◦ away from the uniaxial easy axis along [110] [81], for
sample B the global easy direction is at φ = 45◦ with respect to the uniaxial
easy axis ([11̄0]). Since the magnetic field is applied along the uniaxial easy
axis, the value of the projection of the magnetization on the direction of the
applied field for the initial state (magnetization in zero field after satura-
tion) is approximately -Mscos(30◦) for sample A and -Mscos(45◦) for sample
B and with domain wall displacement (120◦ and 90◦ domain wall, respec-
tively) this value can grow up to Mscos(30◦) and Mscos(45◦), respectively
for the switched state. Therefore, for the areas covered by the reverse do-
mains the change in magnetization is ∆M = 2Mscos(30◦) for sample A and
∆M = 2Mscos(45◦) for sample B with respect to the initial state. Stoner ro-
tation processes are considered negligible in the present case since the applied
magnetic fields are very low. Only at much higher values of the magnetic
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Figure 3.8: (a) Normalized magnetization vs. time for sample A (diamonds) and
B (circles) at a constant magnetic field of 28.0 and 24.6 Oe, respectively. The
derivation of the magnetization values from the domain area (DA) at a given time
is also schematized. (b) Kerr microscopy images corresponding to the curves in
(a) for sample A and B at the indicated times.
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field the magnetization would further rotate in a coherent way.
A typical curve of normalized magnetization vs. time calculated in the de-
scribed manner (and divided by Mscos(30◦) and Mscos(45◦) for normaliza-
tion) is presented in Fig. 3.8 (a) for samples A and B at a constant magnetic
field of 28.0 and 24.6 Oe, respectively. The slope of these curves, that can be
correlated to the domain wall velocity, is observed to decrease dramatically as
a function of time which is a signature of the magnetic aftereffect. The Kerr
microscopy images in Fig. 3.8 (b) correspond to four points of the curves in
Fig. 3.8 (a) for sample A and B taken at the indicated times. The magnetic
field is applied along the easy axes of samples A and B which lay in both
cases along the horizontal axis of the images. On a larger scale the domain
is mainly moving in one direction, however, kinks in the wall shape are ob-
served which are tentatively attributed to infrequent strong pinning events
at large domain wall pinning centers (macropins). These stronger pinning
events introduce inhomogeneous variations of the domain wall velocity on a
local scale.

It remains to verify that the observed time dependence of the domain
wall velocity is not an artefact, e.g. due to the influence of light penetrat-
ing the sample during the acquisition of the Kerr microscopy movies. From
the time dependent magneto-transport measurements shown in the following
it becomes evident that the aftereffect is also visible in the absence of the
Kerr microscope illumination. The Hall bar structures employed for these
measurements are of 100µm width and fabricated by photolithography as
indicated in chapter 2. The 90◦ orientation of the Hall bar longitudinal axis
with respect to the direction of the magnetic field favors the nucleation of
magnetic domains at the sides of the Hall bars [82]. This also allows for
the investigation of the aftereffect in conditions where the magnetization re-
versal involves more than one reverse domain. The time and magnetic field
dependence of the planar Hall voltage of sample B are presented in Fig.
3.9 (a) and (b), respectively. The time dependence is again recorded under
constant magnetic field conditions with fields of 33.4 Oe (orange), 33.9 Oe
(dark green), 34.0 Oe (red) and 39.6 Oe (light green). The overall decrease
in domain wall velocity over time observed in the single domain case (Fig.
3.8) is also evident in the overall magneto-transport signal from t = 0 to
3300 seconds. Moreover, looking more closely to the time dependence of the
planar Hall voltage, small steps corresponding to the displacement of sin-
gle domain walls after nucleation can be observed. In the inset of Fig. 3.9
(a) a few of these small steps are shown in more detail. The shape of the
magneto-resistive signal of a single step strongly resembles that shown in
Fig. 3.8 (a) for the time dependence of the domain size for a single domain
process, suggesting a similar dynamics. However, it is important to mention
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Figure 3.9: (a) Planar Hall voltage vs. time for sample B at different constant
values of the magnetic field: 33.4 Oe (orange), 33.9 Oe (dark green), 34.0 Oe
(red), and 39.6 Oe (light green). The steps observed in all the curves (see inset)
correspond to the growth of single magnetic domains. (b) planar Hall voltage as
a function of magnetic field.
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that in a multi domain configuration other contributions to the domain wall
dynamics may arise with respect to the single domain scenario. Interactions
between neighboring domain walls can influence the dynamics by including
affinities between neighboring Néel walls [96]. At the same time pinning ef-
fects at the Hall bar edges can play a role. Two typical Kerr images of the
Hall device during magneto-transport are shown in Fig. 3.9, one in the early
stage of reversal (left) and the other approximately 1 hour after applying a
constant magnetic field (right). For comparison the bottom plot in Fig. 3.9
shows the planar Hall voltage vs. magnetic field while sweeping the magnetic
field between ±1000Oe representing a full magnetization reversal of the en-
tire device. The full domain wall transition at Hc = ±44Oe switches the
device between two well-defined magneto-resistive states corresponding to
≈ ±325mV, and the time-dependent graphs in Fig. 3.9 (a) can be compared
to these values.
In the following, these results of domain size vs. time for sample A and B
will be analyzed in terms of the known models developed to describe the
magnetic aftereffect.

3.2.3 Modeling of the magnetic aftereffect

As mentioned in the introduction, in the present study the best fitting of
the time dependence of the magnetization is obtained neither considering a
single relaxation process nor a flat-topped distribution of relaxation times.
This disagreement with the Néel formulation has also been reported in studies
analyzing the relaxation of the thermoremanent magnetization in (Ga,Mn)As
within the cluster/matrix model [44] discussed in chapter 1 and in other ma-
terials such as manganite compounds. In the latter case, the time dependence
of the magnetization is well described by a stretched exponential function of
the form [97]:

M(t) = M0 exp[−t/τ ]β, 0 < β < 1. (3.6)

Additionally, the experimental results of reference [97] can also be modeled
using the following expression:

M(t) = M0 + ξ exp[−t/τ ]− ω ln[t], (3.7)

combining an exponential and a logarithmic term. The authors suggest that
this formulation becomes suitable due to the existence of two relaxation pro-
cesses acting simultaneously.
The stretched exponential function can also fit the experimental data pre-
sented in this work, however, a model considering two relaxation processes
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Figure 3.10: Magnetization (M̃) vs. time plots (sample B) for different values
(23.8, 24.1, and 24.6 Oe) of the applied magnetic field and the corresponding fit
curves (solid lines). The fitting was done considering two coexisting magnetic
relaxation processes each one described by Eq. 4.1 with the relaxation times τ1

and τ2

gives an equally satisfying result. The fittings shown in Fig. 3.10 correspond
to the combination of two distinct relaxation processes of the form of Eq.
3.2 with relaxation times τ1 and τ2. The first relaxation time describes the
fast increase of M(t) at short time scales while τ2 covers the slow increase for
t À τ1.
Small additional contributions from other magnetic relaxation processes oc-
curring simultaneously can not be excluded, but from the good agreement
between fit and data it can be concluded that the aftereffect is dominated
by two main relaxation processes.
According to Eq. 3.3 and 3.4 the activation volume V can be derived from
the magnetic field dependence of the relaxation time at a given temperature.
The logarithm of the relaxation times τ1(H) and τ2(H) plotted in Fig. 3.11
(a) and (b) (for samples A and B, respectively) were extracted from fittings
shown in Fig. 3.10 for sample A and from those obtained in the same manner
corresponding to sample B.
At this point it is worth commenting on the possibility to derive the acti-
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vation volume also from the temperature dependence of the relaxation time
in Eq. 3.3, a method often found in the literature [98]. Variable temper-
ature measurements are not applicable in the case of (Ga,Mn)As in which
the anisotropy energy and saturation magnetization is strongly temperature
dependent. In fact a temperature dependent activation volume due to the
strong changes in the magnetic anisotropy would be expected. In contrast,
by measuring the magnetic field dependence of τ at a single temperature of
3 Kelvin as shown in this work most of the magnetic quantities in Eq. 3.3
remain constant.
In Fig. 3.11 the slope of the curves of ln[τ1] and ln[τ2] vs. magnetic field is

then equal to 2MS cos(φ)V /kBT from which the activation volume can be
estimated. From the field dependence of τ1 activation volumes VA1 =(3.4 ±
0.2) × 104 nm3 for sample A and VB1 =(1.5 ± 0.1) × 104 nm3 for sample
B are obtained. From the plot of ln[τ2] VA2 =(3.7 ± 0.7) × 104 nm3 and
VB2 =(1.6 ± 0.4) × 104 nm3 are extracted for sample A and B, respectively.
Comparing these values to the literature one finds that activation volumes
of similar size are reported for magnetic recording materials such as barium
ferrite films [99] while 3d metals such as nickel show more than ten times
larger activation volumes [100].
Activation volumes calculated from magnetic aftereffect measurements are
related to the energy barrier involved in the first elementary magnetization
reversal [101]. The activation volume is the volume of material that changes
magnetization as the result of going from a maximum (activated state) to
a local minimum energy state by a change in the position of the domain
wall. This volume is often not only related to this elementary magnetization
reversal but also to the entire volume swept by the domain wall between
different pinning centers called Barkhausen volume, which is closely related
to the structural properties of the material [94]. On the other hand, it was
stated by P. Gaunt [102] that in the case of strong domain wall pinning the
volume swept between pinning centers (which in this model contains in av-
erage the volume associated with one additional pinning site) can not be
directly related to the activation volume calculated from aftereffect measure-
ments but is inversely proportional to the density of pinning centers. Under
these conditions, the Barkhausen volume can be several orders of magnitude
larger than the activation volume. In some experimental studies this dis-
tinction is clearly done by calculating the activation volume from aftereffect
measurements and independently estimating the Barkhausen volume from
the pinning site distribution [103].
It is important to notice that the value of the activation volume can not
only be obtained by fitting of the aftereffect measurement data on long time
scales. Several studies in the literature show that the value V ∆M/kBT can
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Figure 3.11: Linear dependence of ln[τ(s)] vs. magnetic field for τ1 (circles) and
τ2 (squares) ((a) sample A, (b) sample B). The corresponding linear fittings of the
data points are shown in solid lines.
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be obtained from constant domain wall velocity measurements at fields where
the domain wall motion is not yet in the viscous regime but in the thermally
activated depinning where the field dependence of the domain wall velocity
can be described by an Arrhenius law. Measurements of a constant domain
wall velocity as a function of the applied magnetic field in the Arrhenius
regime lead to activation volumes which are in excellent agreement with val-
ues calculated from aftereffect measurements [104]. More specifically, these
constant velocity measurements have been performed also in (Ga,Mn)As ma-
terials [105] obtaining the corresponding values for the activation volume V .
In the cited (Ga,Mn)As work the authors used non-local magneto-transport
measurements to monitor constant domain wall velocities at different fields.
Most likely, the typical aftereffect profile present at long times scales has
not been observed in the work by Tang et al. possibly because of both the
small size of the devices used and, though still in the thermally activated
depinning regime, larger magnetic fields with respect to Hcthan those used
in this study.
The order of magnitude of the activation volumes calculated in this work
are comparable to results in the literature obtained by analyzing the field
dependence of the constant domain wall velocity in both compressively [105]
and tensile strained [106] (Ga,Mn)As. The difference of nearly a factor of 2
in the values of the activation volumes for samples A and B is attributed to
the difference in the manganese concentration. Since the activation volume
is a parameter closely related to the density of defects, a smaller activation
volume is expected for a larger manganese concentration if each manganese
center is considered as a point defect.
By analyzing the results obtained in this work and those obtained by other
studies in the constant velocity regime it is evident that modeling the af-
tereffect signature could be of use for calculating activation volumes in a
very low field range. In this case the pronounced curvature of the magneti-
zation vs. time dependence will allow for a linear approximation to obtain
the domain wall velocity vs. magnetic field curve only at very short times.
Therefore, in the low magnetic field regime modeling the aftereffect over a
long measurement time (providing a larger set of data points) becomes a
more reliable method to calculate the activation volume than the constant
velocity method.
As a closing remark for this section it is worth commenting on the possible
physical interpretation of the mathematical model proposed for fitting the
aftereffect signature in (Ga,Mn)As. The origin of the two relaxation pro-
cesses on fast and slow time scales considered in the proposed model could
be related to the different length scales of the pinning centers that can im-
pede domain wall motion in this material. The well known structural defects
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mentioned in chapter 1 created during (Ga,Mn)As growth such as interstitial
manganese atoms, arsenic antisites and the substitutional manganese itself
can play a role in the pinning of domain walls at the nanometer scale. How-
ever, other defects in the micrometer range such as surface imperfections can
also greatly influence the domain wall dynamics. Both types of pinning cen-
ters progressively reduce the mobility of the domain wall as its area, together
with the domain size, grows larger. However, approximating the distribution
of pinning energies involved in these pinning events using a flat-topped distri-
bution seems not to be the best choice considering the significant difference
in the length scales where these two processes take place.
The approximation proposed in this study is based on considering two dis-
tinct independent processes that occur simultaneously and is in excellent
agreement with the observed experimental data. This close correspondence
between the presented mathematical model and the results of the measure-
ments may indicate the accuracy of the proposed biexponential relaxation
model in resembling the complex scenario behind the magnetic aftereffect in
(Ga,Mn)As.
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Chapter 4

Electrical and magnetic
properties of oxygenated
(Ga,Mn)As

Research in the (Ga,Mn)As scientific community has not only been focus-
ing on the development of devices exploiting the intriguing electrical and
magnetic properties of this material but also on modifying the material it-
self, in order to add more degrees of freedom for controlling the magneto-
electric properties of (Ga,Mn)As. In this respect, a substantial improvement
in view of practical applications was the achievement of higher Curie tem-
peratures upon low temperature annealing as described in chapter 1. On
the other hand, methods allowing for the controlled suppression of ferromag-
netism [107,108] have been developed and can be important for devices where
a local modification of the magnetic properties is required.
In this chapter the post-growth tunability of the properties of (Ga,Mn)As is
in the focus. Unlike in the previous chapter where the magnetic properties
of pure (Ga,Mn)As were studied, in this part of the thesis both the magnetic
and electrical properties of modified (Ga,Mn)As materials are probed. The
modification in this case consists in the suppression of the ferromagnetic in-
teraction by inclusion of oxygen species into the lattice by means of exposure
to an oxygen plasma. The general observation after the plasma treatment
is a weaker ferromagnetic coupling where the Curie temperature (T c) shifts
to lower values and the coercive field increases indicating a reduction in the
value of the magnetization.
The plasma treatment will be described in the following together with its
effects on the magnetic and transport properties of (Ga,Mn)As observed by
various experimental techniques.
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4.1 Oxygen incorporation into (Ga,Mn)As

The starting point of these oxygenation experiments is the oxygen plasma
treatment of the (Ga,Mn)As films. The manganese concentrations of the
samples employed, designated A and B, are 1.2 and 3 % with thicknesses
of 170 nm and 40 nm, respectively. Magneto-transport measurements have
been carried out using 30 µm wide Hall bar devices.
The plasma treatment was performed using a microwave (2450 MHz) TePla
100-E oxygen plasma system. Because of the use of microwaves, this plasma
system reduces the surface charging to the minimum during the exposure
with respect to radio frequency plasma systems used for instance in hydro-
genation experiments [108]. Under these conditions of minimum charging
there is only a negligible acceleration of ions towards the surface which pre-
vents undesired surface bombardment [109] leaving the films less damaged by
the treatment. The first step in the treatment is placing the sample inside
a vacuum chamber that is later evacuated to reach a pressure of approxi-
mately 0.1 mbar. Subsequently oxygen gas is let inside the chamber with a
final pressure of 1 mbar. Finally the plasma is activated (it takes approxi-
mately 2 seconds for the full development of the plasma) with an input power
of 300 W. The results shown in this study were obtained from oxygenated
samples with an exposure time of 3 hours.
Due to the high sensitivity of the (Ga,Mn)As materials to temperatures
higher than that used during the epitaxial growth the sample temperature
needs to be carefully monitored inside the plasma chamber. High temper-
ature exposure may lead to the formation of MnAs clusters [110] that can
significantly alter the magnetic and transport properties of (Ga,Mn)As. The
highest temperature detected during the 3 hours plasma exposure was of
177◦C, well below the growth temperature of 260 ◦C and 270 ◦C for sam-
ples A and B, respectively. This ensures that the effects observed are to
be attributed to the incorporation of oxygen into the lattice and not to the
deterioration of the (Ga,Mn)As films.
In the following the necessary characterization of the (Ga,Mn)As films after
treatment will be presented. The incorporation of oxygen will be shown by
means of X-ray photoelectron spectroscopy.

4.1.1 Depth profile X-ray photoelectron spectroscopy

Prior to the presentation and discussion of the results obtained the most im-
portant concepts of X-ray photoelectron spectroscopy (XPS) are introduced.
In XPS the sample to be analyzed is kept in ultra high vacuum conditions and
is irradiated with X-rays while detecting the kinetic energy of the electrons
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escaping from the first few nanometers of the material [111] with an electron
energy analyzer. This technique is suitable and particularly powerful for
evaluating electron binding energies of individual elements in a compound.
In the present case, the element selectivity provided by this technique will be
employed to elucidate the extent of oxygen incorporation into the (Ga,Mn)As
layers.
In order to analyze the oxygen content in the oxygenated (Ga,Mn)As films

the element selectivity is fundamental but not the only requirement. Addi-
tionally, it is of major importance to access the oxygen content not only on
the surface of the films but also on the subsequent layers of material that
compose the full volume of the sample. To obtain this information XPS
spectra need to be taken after subsequent removal of small portions of the
material. In this way a depth profile of the oxygen content was acquired by
recording the O 1s XPS spectrum between steps of sputtering with Ar+ ions
accelerated at a voltage of 4kV with an etching rate of 4.5 nm per minute
(calibrated with a GaAs film).
The depth profile of the X-ray photoelectron spectra (XPS) of sample A
showing the oxygen content as a function of the distance from the surface for
the as-grown (top) and oxygenated (bottom) samples is shown in Fig. 4.1.
The oxygen content is represented as the peak area of the background sub-
stracted O 1s peak in counts per second (CPS) shown in the insets. The pres-
ence of oxygen can be already detected in the as grown sample consistently
with studies in the literature which report the formation of a manganese
rich surface oxide on (Ga,Mn)As exposed to air which has been identified
to be MnO [112]. Additionally, Ga and As oxides known to form at the
surface of GaAs materials in contact with air also contribute to the oxygen
signal in (Ga,Mn)As films [113]. Although the surface oxide layer thickness
in (Ga,Mn)As is reported to be between 1 and 2 nm [113,114], in our experi-
ments oxygen can still be detected up to ∼20 nm along the growth direction.
Most likely, this is due to the inter-diffusion of O atoms from the surface into
the structure assisted by the sputtering procedure.
In the as-grown sample the maximum oxygen intensity is found at the surface
as expected. After the oxygenation treatment a peak in the oxygen intensity
is observed at ∼17 nm and is a factor of 2 higher than that of the oxygen
on the surface of the as-grown sample. Going deeper into the sample the O
intensity drops to zero at approximately 60 nm. Such a depth profile of the
oxygen intensity in the plasma treated sample reflects the energy distribu-
tion of the oxygen species penetrating into the structure of the films. Oxygen
species with relatively low energies will be confined to regions of the sample
closer to the surface while those with larger kinetic energies are expected to
penetrate further into the structure. As already mentioned, the peak value
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Figure 4.1: Depth profile of the oxygen 1s peak measured by XPS. The oxygen
intensity in the as grown sample (top) is largest at the surface and vanishes at 20
nm. The oxygenated sample (bottom) has the largest oxygen intensity at 17 nm
from the surface and it reduces to zero at approximately 60 nm. The insets display
the oxygen 1s peak at the surface of the as-grown (top) and oxygenated (bottom)
samples where two contributions at higher (squares) and lower (triangles) energies
are combined in the fitting to give the total peak area.
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of the oxygen content is twice as high in the treated sample compared to the
surface value of the as-grown sample. However, the total amount of oxygen
contained in the whole sample volume expressed as the area under the depth
profile curves presented in Fig. 4.1 (O1s peak area (CPS) vs. distance from
the surface (nm)) is almost ten times higher after oxygenation. This signif-
icant increase in the oxygen intensity leads to the observed distinct changes
in the electrical and magnetic properties that will be introduced later in this
chapter.
The XPS oxygen 1s peaks of the as-grown and oxygenated samples at the
surface of the films are displayed in the insets of Fig. 4.1 (top) and (bottom),
respectively. Fitting of the O 1s signal requires considering two contributions
(70% Gaussian-30% Lorentzian peaks) to the total area of the peak which
are centered around different energies. By modeling the XPS lineshape the
higher and lower energy contributions can be traced in the depth profile
shown in Fig. 4.1. In the case of the as-grown sample, the high energy peak
can only be found in the vicinity of the surface while for the oxygenated sam-
ple a similar contribution from the high and low energy peaks is observed also
inside the film in the region of highest oxygen content. The decomposition of
the XPS O 1s lineshape into two components has been already reported in
the literature for the case of oxygen adsorption on GaAs [115]. The authors
propose that the higher energy component may correspond to a less tightly
chemisorbed type of oxygen. Additionally, the authors present evidence sup-
porting the idea of dissociated oxygen being the species represented by the
lower energy peak. As previously mentioned the high and low energy contri-
butions are comparable in the oxygen rich parts of the oxygenated samples.
In the present case the diffusion of dissociated oxygen into the structure of
the films seems to be a reasonable scenario. On the other hand, as mentioned
in the previous chapter, (Ga,Mn)As is known to have energetically different
interstitial sites where the energy is determined by the coordination of the
interstitial atom to the neighbouring atoms in the lattice. In (Ga,Mn)As
there are two inequivalent tetrahedral positions surrounded by four As or Ga
atoms, respectively, and one with hexagonal symmetry. However, the tetra-
hedral sites are strongly preferred over the hexagonal sites by the manganese
atoms sitting in interstitial positions [90,91]. In view of these facts, we tend
to attribute the high and low energy contributions to the total content in
the oxygenated samples to dissociated oxygen species sitting in differently
coordinated interstitial sites inside the lattice of the (Ga,Mn)As films.
In the next section the effects of the oxygen incorporation discussed in the
last paragraphs will be analyzed. These changes will be sensed by observ-
ing the changes in the magnetic and electrical properties of the oxygenated
(Ga,Mn)As films with respect to the untreated samples.



CHAPTER 4. ELEC. AND MAGN. PROPERTIES OF O-(GA,MN)AS 72

4.2 Magnetism and electrical transport in oxy-

genated (Ga,Mn)As

As mentioned in previous discussions the transport characteristics of (Ga,Mn)As
can give information both about the electrical and magnetic properties. Ex-
ploiting this fact, the temperature dependence of the resistance and angle
dependent coercivity measurements are presented in order to evaluate in this
case the effects of the oxygenation treatment. In addition to this another
technique is employed to analyze in further detail the influence of the oxy-
genation on the magnetic properties. This technique is X-ray absorption
spectroscopy and a short review on the basic concepts it is based on together
with the experimental results obtained is presented in the following.

4.2.1 X-ray absorption spectroscopy

According to chapter 1 the magnetic properties of (Ga,Mn)As can be manipu-
lated by changing the density of magnetic moments and by changing the hole
carrier density. In this section, the magnetic properties of the (Ga,Mn)As
films after the oxygenation treatment will be analyzed in terms of the effects
produced on the magnetic moments provided by the Mn atoms.
This information was obtained by means of X-ray absorption spectroscopy.
This powerful technique is highly suited for the determination of the elec-
tronic structure of materials. However, intense X-ray beams are needed for
this purpose, therefore the experiments need to be carried out in a syn-
chrotron radiation facility which is in our case the Berliner Elektronen-
Speicherring Gesellschaft für Synchrotronstrahlung (BESSY). The X-ray ra-
diation excites core level electrons and the type of spectrum, or so-called
edge, receives a name according to the principal quantum number (n) of the
electron that is excited. In this way, the excitation of 1s electrons can be
found in the K -edge while the L-edge can give information about the exci-
tation of 2p electrons. The analysis of the L-edge is particulary interesting
for the study of magnetic interactions since it allows transitions from the 2p
levels to unoccupied d states and contains the information about the mag-
netic properties of the material [116].
In Fig. 4.2 (top) and (bottom) the Mn L2 and L3 edges and the oxygen K
edge X-ray absorption spectra (XAS) for as-grown and oxygenated film A are
presented. The splitting of the L edge into L3 and L2 peaks is due to the spin-
orbit splitting of the initial 2p levels. The spectra were taken after sputtering
the samples for 5 minutes following reference [117] at a rate of approximately
1ML/min. In the Mn spectra no mayor differences upon oxygenation are ob-



CHAPTER 4. ELEC. AND MAGN. PROPERTIES OF O-(GA,MN)AS 73

served apart from the reduction of the intensity of the low energy shoulder
of the L3 peak at 640 eV. The decrease in intensity of this particular feature
has been already observed in (Ga,Mn)As after annealing [118] and there-
fore is unrelated to the oxygenation treatment and only accounts for a small
annealing effect due to the enhanced temperature of 177◦C during plasma
treatment. It is important to notice that even though a mild annealing ef-
fect could be expected in the electrical and magnetic properties of the films,
this is in the present case negligible. The effect of annealing as mentioned
in chapter 1 would produce a strengthening of the magnetic interaction and
the effect of oxygenation, as mentioned, causes the opposite effect. In this
way if any changes occur due to annealing these are widely obscured by the
oxygenation process.
Taking these considerations into account, the spectra before and after the
treatment show the typical lineshape corresponding to a d5 electronic state
of Mn [118] indicating no mayor changes in the electronic configuration of
the Mn magnetic centers during oxygenation. However, such a good corre-
spondence between the as-grown and oxygenated samples is not observed in
the oxygen K edge spectra. It can be seen in Fig. 4.2 (bottom) how the
profile changes dramatically after the plasma treatment.
A similar XAS profile to the one presented in Fig. 4.2 (bottom) for the as-

grown sample has been reported in the literature for other (Ga,Mn)As mate-
rials and has been attributed to MnO forming on the surface of (Ga,Mn)As
[112]. The spectrum shows a single broad structure centered approximately
around 537 eV as the result of the superposition of multiple peaks laying
close in energy. The XAS signal corresponding to the oxygenated sample
consists of a broad peak (540 eV) and a feature at lower energies (532 eV).
According to studies of manganese oxides in the literature the energy range
corresponding to the O K edge involves transitions from the O 1s level to
excited levels of O 2p character hybridized with the Mn 3d and 4sp states
at lower and higher energies, respectively. The O 2p-Mn 3d states have pre-
dominantly Mn character while the O 2p-Mn 4sp states are more related to
the oxygen 2p orbitals [119–122].
The scenario in the present case is more complex than that of pure manganese
oxides since in (Ga,Mn)As samples the manganese atoms are quite diluted
and the oxygen atoms will not only interact with the magnetic centers but
also with the gallium and arsenic atoms. However, the strong change in the
oxygen K edge spectra measured before and after the plasma exposure indi-
cates a significant change in the electronic state of the oxygen species. The
change in the electronic state of the oxygen after the treatment is most likely
due to a different coordination with respect to that existing in the MnO and
As or Ga surface oxides. Considering that the additional oxygen present in
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Figure 4.2: Normalized XAS spectra of the Mn L2,3 edges (top) and the oxygen
K edge (bottom) for the as-grown (green symbols) and oxygenated (red symbols)
(Ga,Mn)As samples. The normalization was done at the respective peak inten-
sities. While the Mn d5 electronic state is preserved upon oxygenation the type
of oxygen present in the oxygenated sample is clearly different from that of the
surface oxide of the as-grown sample.
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the oxygenated samples diffuses from the plasma into the (Ga,Mn)As lattice
it is realistic to propose that the plasma-incorporated oxygen species are sit-
ting in interstitial sites. Thus, keeping in mind the mechanism of the oxygen
incorporation it could be intuitively argued that the species that will most
easily diffuse into the material will be those uncharged, namely atomic oxy-
gen. This last argument suggests that the incorporated oxygen species might
have a different oxidation state (O0) with respect to that in the MnO surface
oxide (O2−) which in combination with a different coordination given by the
chemical environment of the (Ga,Mn)As interstitial sites as shown earlier by
XPS gives rise to the changes observed in the XAS profile.
By means of the analysis of the XAS spectra we can draw the important
conclusion that the magnetic moments in oxygenated (Ga,Mn)As are quite
unaffected by the treatment. Thus, the changes in the magnetic properties
in (Ga,Mn)As that are analyzed in the following are attributed to changes in
the hole carrier density. In the upcoming section, magnetic field angle and
temperature dependent transport measurements of as-grown and oxygenated
samples are presented and analyzed in detail.

4.2.2 Magneto-transport

Magneto-transport measurements were performed using Hall bar devices 30
µm wide patterned on sample B where the thickness of the magnetic film is 40
nm. According to the depth profile presented in Fig. 4.1 this thickness range
contains exactly the part enriched with oxygen and therefore we expect to
observe the largest possible effect of the plasma treatment for an oxygenation
time of three hours.

In Fig. 4.3 (top) the resistance vs. temperature plots of the as-grown
and oxygenated samples are displayed. Recalling the concepts mentioned in
chapter 2, the maximum in the resistance vs. temperature plot due to critical
spin disorder can be used to trace the value of the ferromagnetic transition
temperature. Indeed, a clear shift of the resistance peak of the oxygenated
sample with respect to the untreated one can be observed which indicates
a decrease of the Curie temperature by about 30% from 45 to 32 Kelvin
together with a large increase in the values of resistance at all temperatures.
In Fig. 4.3 (bottom) the effects of oxygenation can be seen in the coercive
field dependence on the angle of the applied in-plane magnetic field with
respect to the [110] uniaxial easy axis direction. A significant increase in the
coercive fields in all directions is observed for the oxygenated sample with
respect to the as-grown material. Considering the following expression for
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Figure 4.3: (top) Resistance vs. temperature for as-grown (full symbols) and
oxygenated (open symbols) (Ga,Mn)As samples. A zoom-in of the resistance peaks
is shown in the inset. (bottom) First (circles) and second (squares) coercive fields
as a function of the orientation of the magnetic field with respect to the [110]
direction.
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the domain wall pinning energy density (ε) [54]

ε = (M2 −M1) ·Hc, (4.1)

where M1 and M2 are the initial and final magnetization vectors involved in
the magnetization reversal and Hc is the coercive field, it can be concluded
that the increase in coercivity can be due to a decrease in the value of M
assuming ε constant. This assumption is made considering the close rela-
tion between the value of ε and the magnetic anisotropy. As mentioned in
the last chapter, the mathematical expression given for ε can be used to fit
the angle dependence of the coercive field and is therefore clearly linked to
the degree of deviation from pure biaxial anisotropy due to the presence of
the uniaxial contribution. In this case, the qualitative rectangular shape of
the angle dependent coercivity plot in Fig. 4.3 has not changed after oxy-
genation, indicating a rather constant relation between the magnetic uniaxial
and cubic anisotropy energies. From this we conclude that the domain wall
pinning energy density ε remains fairly constant. In particular, the ratio of
approximately 1.2 between the coercivities along the uniaxial easy axis (0◦,
[110] direction) and the uniaxial hard axis (90◦, [11̄0] direction) observed for
the as-grown sample is also found after the oxygenation treatment regardless
of the overall increase in the values of the coercive fields. Thus, the increase
in coercivity can be attributed to a decrease in magnetization in agreement
with the idea of a ferromagnetic interaction that is in average weaker, ex-
tracted from the shift of T c to lower temperatures.
As previously mentioned, the Mn L2 and L3 edges show the typical Mn d5

lineshape for both as-grown and oxygenated samples indicating that the lo-
cal magnetic moments at the Mn sites can be considered constant. Again
this points towards a weakening of the coupling between them which leads to
the observed decreased magnetization. On the other hand, it was discussed
that the oxygen introduced by the treatment is thought to be neutral and
possibly sitting in interstitial positions.
Theoretical studies in the literature analyzing oxygen impurities in GaAs

show that neutral oxygen sitting in interstitial sites is one of the stable con-
figurations in pure and p/n-doped GaAs [123]. The cited work shows that
interstitial oxygen atoms introduce fully occupied states close to the top of
the valence band as shown in the diagram in Fig. 4.4. According to the the-
ory of hole mediated ferromagnetism [35] discussed in chapter 1, the magnetic
properties in (Ga,Mn)As are strongly related to the hole density close to the
valence band edge. A decrease in charge carrier concentration is predicted
to cause a weakening of the ferromagnetic coupling which has been widely
confirmed by experiments [124,131]. Therefore, in the present case the weak-
ening of the ferromagnetic coupling is attributed to a decrease in the hole
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Figure 4.4: Diagram of the electronic energy levels introduced by a neutral
oxygen impurity sitting in an interstitial site in GaAs relative to the valence and
conduction band edges(adapted from Orellana et al. [123]).

density. Considering that neutral oxygen sitting in interstitial positions is a
good picture of the structure of the (Ga,Mn)As samples after treatment the
weakening of the ferromagnetic coupling is attributed to hole compensation
by electrons from the occupied states of the interstitial oxygen atoms that
lay close to the top of the valence band. This scenario also fits very well with
the large increase in the resistance upon oxygenation.
In conclusion, the magnetic properties of (Ga,Mn)As have been strongly
modified by exposure to an oxygen plasma. XAS measurements indicate
that the occupation of the 3d levels of the Mn atoms remains unchanged
upon oxygenation whereas the O K edge signal shows drastic changes with
respect to the signal for the as-grown sample. The magneto-transport mea-
surements show a significant decrease in the strength of the ferromagnetic
coupling reflected in a reduction of T c by 30% and an increase of the coercive
field. According to XAS data, the mechanism behind the weaker ferromag-
netic properties after treatment is not related to a reduction in the local Mn
magnetic moments but is a consequence of a modulation of the hole den-
sity manifested in an increase in the zero-field resistance at all temperatures
which depends on the density of the oxygen interstitial atoms.
The oxygenation treatment of (Ga,Mn)As presented in this work can be ap-
plied to large areas of a film. Using this oxygenation procedure, the local
modification of the magnetic properties in specific locations becomes pos-
sible. This approach can be exploited to create structures allowing for the
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controlled launching of domain walls in single-domain devices. Moreover, by
this method these domain nucleation units could be generated in multiple
and clearly defined locations at a time by the use of a suitable mask which
is important for practical applications.
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Chapter 5

Optical-gating of
photo-sensitized (Ga,Mn)As

In this final chapter of the thesis the idea of studying the properties of mod-
ified versions of (Ga,Mn)As, as done with oxygenated materials in the previ-
ous chapter, will be further developed. The approach in this case, in contrast
to the oxygenation experiment, is not linked to the modification of the chem-
ical composition of the (Ga,Mn)As films but only to a surface treatment. To
complement and compare the results obtained for the oxygenation process
presented in the previous chapter, where the treatment modifies the chemical
composition of the entire volume of the sample, the effects of surface func-
tionalization will be now explored in detail.
The method used in the experiments presented in the following is the inter-
action of (Ga,Mn)As with various adsorbates. As will be shown, the effects
observed in the magnetic and electrical properties are remarkable and on
the order of what was found for oxygenation, where the chemical composi-
tion of the entire volume of the sample is modified. The initial success in
manipulating the electrical and magnetic properties of (Ga,Mn)As by the
interaction with adsorbates offered the possibility of working with selected
adsorbates that can provide new functionalities to (Ga,Mn)As. This idea
took form in the photo-sensitization of (Ga,Mn)As by bringing light sensi-
tive molecules on the surface. In this way, the interaction with adsorbates is
not only restricted to static charge-transfer or dipolar effects but can be also
light regulated. The result is a proof of principle for the light control of the
electrical and magnetic properties in organic-dye/GaMnAs structures.
In the following a description of the experimental details of the function-
alization of (Ga,Mn)As will be given. In a second part, the study of the
adsorbate-(Ga,Mn)As interaction in the absence of light will be presented.
Lastly, the light effects on the properties of photo-sensitized (Ga,Mn)As will

81



CHAPTER 5. OPTICAL-GATING OF P-SENSITIZED (GA,MN)AS 82

300 350 400 450 500
0.0

0.5

1.0

1.5
A

b
s

o
rb

a
n

c
e

(a
rb

.
u

.)

Wavelength (nm)

HO O O

COOH

Figure 5.1: Ultraviolet-Visible absorption spectrum of the fluorescein dye
molecule solution used for the (Ga,Mn)As modification. The molecule structure
and a tentative adsorption geometry involving an interaction between the car-
boxylic group and the surface are also schematized (carbon atoms are colored grey
and oxygen atoms green).

be addressed.

5.1 Functionalization of (Ga,Mn)As

The as-grown (Ga,Mn)As films used in this study will be once again desig-
nated as A and B. Sample A has a Mn concentration of 8% a thickness of
50 nm and a Curie temperature of 68 Kelvin. The respective properties for
sample B are 3%, 40 nm and 45 Kelvin. The same Hall Bar devices em-
ployed for oxygenation experiments were also used here. After lithography,
the resulting Hall structures were contacted and transport properties were
measured before and after the adsorption of fluorescein.

The adsorption of the molecular layers was accomplished by simply im-
mersing the (Ga,Mn)As films in a solution of the commercially available
fluorescein dye. This solution is prepared by dissolving the powder of the
free acid form of fluorescein in water to reach a final concentration of 2mM
at room temperature and then adjusting the pH to 7 with a diluted solu-
tion of NaOH. Prior to the immersion in the dye solution the (Ga,Mn)As
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films are treated with an HF containing etch mixture for approximately 10
seconds to clean the surface and remove the native surface oxide. The etch
mixture consists of a 1:10 dilution in water of the commercial etch mixture
AF 87.5-12.5 VLSI Selectipur. After HF treatment the samples are rinsed
in purified water and thereafter immediately placed in the molecule solu-
tion for about 12 hours. Finally, the samples are rinsed in water to remove
most of the non-chemisorbed species and are left to dry in air at room tem-
perature and protected from visible light. Magneto-transport measurements
performed before and after the HF treatment confirm that the etching proce-
dure does not modify the properties of the (Ga,Mn)As films. These control
experiments indicate that the amount of material etched is not comparable
to the total thickness of the layer since no significant changes are observed
in the value of the electrical resistance. The light source employed in the
illumination experiments is a commercial HBO mercury lamp with a spot
diameter of approximately 1 mm that covers the entire Hall bar structures.
No light-induced effects have been observed in the magneto-transport of the
as grown (Ga,Mn)As films under illumination.
The Ultraviolet-Visible absorption spectrum of the fluorescein solution is gov-
erned by the main absorption peaks occurring at wavelengths of 476 and 452
nm as shown in Fig. 5.1. This absorption profile will most likely be modified
upon interaction with the (Ga,Mn)As surface but it is useful for estimating
the absorption of the adsorbed molecules. The light source employed has one
of its most strong emission lines at 436 nm that, according to the Ultraviolet-
visible spectrum, is probably responsible for the excitation of the fluorescein
molecules.
The chemical structure and tentative adsorption geometry of fluorescein is
also schematized in Fig. 5.1. The dye molecule is thought to interact with the
surface of the (Ga,Mn)As films mainly via the carboxylic group as proposed
in the literature for the chemisorption of carboxyl-terminated molecules on
GaAs/GaMnAs heterostructures [126] and for the adsorption of fluorescein
and other aromatic acids on semi-insulating and metallic surfaces [127].

5.2 GaMnAs/organic-dye system in the ab-

sence of light

In this section the effects of the surface functionalization of (Ga,Mn)As will
be presented. The changes in the magnetic and transport properties observed
after the adsorption of fluorescein will be compared to the adsorption of other
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similar molecular species. Finally, the effects of fluorescein will be analyzed
in terms of the changes in electrical resistance and magnetic anisotropy.

5.2.1 Fluorescein on (Ga,Mn)As

Before addressing the changes in the magnetic and electrical transport prop-
erties of (Ga,Mn)As upon adsorption of fluorescein let us briefly discuss the
interaction between the adsorbate and the surface.
The X-ray photoelectron specta (XPS) of sample A before and after fluo-

rescein adsorption are shown in Fig. 5.1 (top) and (bottom), respectively.
In the as-grown sample the dominating feature is the Ga 3d peak (19.6 eV)
and a shoulder towards higher binding energies (21.3 eV) accounting for the
presence of gallium oxide [128]. In order to identify all the contributions from
surface oxides to the XPS spectra the as-grown sample has been measured
with the surface oxide layer (Fig. 5.1 (top)) and after sputtering. All the
features presented in the spectrum of Fig. 5.1 (top) are unchanged after
sputtering except for the shoulder at 21.3 eV that as previously mentioned
corresponds to gallium oxide and consistently disappears.
The mayor changes in the spectra related to the adsorption of the molecule
occur at lower binding energies with respect to the Ga 3d peak, correspond-
ing to the valence band states in bulk GaAs(001) [129] and by analogy also
to the valence band of its p-doped variant (Ga,Mn)As. A distinct increase
in the intensity of the existing peaks (around 7.3eV and 3.4 eV) relative to
the Ga 3d peak and the observation of new features (at 5.7 and 4.9 eV) in-
dicate the presence of occupied electronic levels in the energy range of the
(Ga,Mn)As valence band states upon adsorption of fluorescein. The exis-
tence of populated levels at these relatively low binding energies could point
at an effective hole quenching in the (Ga,Mn)As substrate that according to
the theory of hole mediated ferromagnetism [35] would lead to the weakening
of the ferromagnetic interaction.
It is important to mention at this point that the intensity of the XPS spec-
trum of the GaMnAs/fluorescein sample is approximately one order of mag-
nitude smaller than that of the untreated sample. The escape depth of the
photoelectrons that contribute to the XPS signal is approximately 2 nm
and the dimensions of the adsorbed molecules in the proposed geometry is
approximately 5 Å. In view of these facts it is most probable that the reduc-
tion in intensity of the XPS signal is due to the presence of a multilayer of
molecules. However, considering the small electron escape depth, an upper
limit for the thickness of this multilayer can be proposed. The presence of
4 layers of molecules should already completely obscure the signal from the
underlying (Ga,Mn)As, therefore, the multilayer is most probably composed
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Figure 5.2: Normalized XPS spectra of the Ga 3d peak and the (Ga,Mn)As
valence band before (top) and after (bottom) adsorption of fluorescein. A dis-
tinct feature composed of several peaks (see text) centered around 5 eV appears
in spectrum (bottom) indicating the appearance of occupied electronic levels in
the energy range of the (Ga,Mn)As valence band states upon adsorption of the
molecule.
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Figure 5.3: Sheet resistance vs. temperature for the as grown (Ga,Mn)As film A
and its corresponding GaMnAs/fluorescein system. An increase in the electrical
resistance and a shift of the resistance maximum 18 K towards lower temperatures
is observed upon adsorption of the fluorescein dye.

of more than one but less than four layers.
The best way to evaluate a potential quenching of the hole charge carriers

is to evaluate the transport properties of the GaMnAs/Fluorescein films. In
Fig. 5.3 the temperature dependence of the sheet resistance, defined as the
resistivity divided by the film thickness, of sample A is presented. A clear
increase in the value of the electrical resistance at all temperatures together
with a shift of the resistance maximum 18 K towards lower temperatures
is observed after fluorescein adsorption. This behaviour is in close corre-
spondence with the idea of having a depletion of the electric charge carriers
extracted from the analysis of the XPS data. The combination of a higher
resistance together with a lower Curie temperature (given by the position of
the resistance peak) strongly points to a hole quenching mechanism due to
the interaction of the molecules with the (Ga,Mn)As films. In the following,
let us briefly discuss this correlation within the mean field approximation.
As mentioned in the introduction, using the mean field theory approximation
a very useful relation between the ferromagnetic transition temperature and
the charge carrier concentration (p) can be obtained [5]:

Tc ∝ p1/3. (5.1)
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In the proportionality factor the manganese concentration is included, how-
ever for the present case this parameter remains unchanged by the surface
functionalization. This expression allows for the estimation of the changes in
the charge carrier density upon adsorption of the molecular species by com-
paring the values of the Curie temperatures before and after the fluorescein
treatment. The ratio between the Curie temperatures of the as-grown and
treated samples is 68 K/50 K = 1.36. This implies that the carrier density
is depleted by ∼ 26 % after the adsorption of fluorescein with respect to the
as-grown sample. Following the expression in Eq. 5.1, it is useful to compare
the ratio of the Curie temperature values with those of the charge carrier
concentration dependent resistances. Assuming that the electrical resistance
is inversely proportional to the charge carrier density a cubic root of the ratio
of the sheet resistances at the lowest measurement temperature (3 Kelvin)
can be readily compared to the T c ratio. It is found that this ratio amounts
to 1.35 which is in excellent agreement with the Curie temperature relation.
In conclusion, it is possible to show not only that the interaction of adsor-
bates with (Ga,Mn)As effectively quenches hole carriers but also that this
quenching is in agreement with the mean field model of hole mediated ferro-
magnetism in (Ga,Mn)As.

5.2.2 Effect of the electronegativity of the adsorbates’
substituents

A hole quenching mechanism was identified as the source of the changes
observed in the magnetic and electrical properties of (Ga,Mn)As upon ad-
sorption of fluorescein. In the following the analysis of the hole quenching
mechanism will be extended by considering the interaction of (Ga,Mn)As
with different adsorbates.
In Fig. 5.4 the temperature dependence of the electrical resistance and the
position of the resistance peak (inset) is shown for the interaction between
(Ga,Mn)As (sample B) and fluorescein derivatives. In line with the picture
of a hole compensation mechanism derived from the results presented in the
last section an increase in the electrical sheet resistance and a shift of the
resistance peak towards lower temperatures is observed for all the molecules,
fluorescein producing the largest effect. The two fluorescein derivatives in-
vestigated are eosin Y (diamonds) and phloxine B (squares) which differ
from fluorescein by additional electronegative bromide and chlorine groups
as indicated in the molecular structure shown in Fig. 5.4. If the molecules
are thought to act as electron donors, the presence of electronegative groups
is expected to hinder the hole quenching capability of the molecule and is
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Figure 5.4: Effect of fluorescein and its derivatives eosin Y and phloxine B on the
magnetic and electrical properties of sample B. The introduction of electronegative
groups in the structure of the molecules reduces the hole quenching capability
resulting in a smaller shift in Tc and a reduced increase in electrical resistance
with respect to fluorescein.
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Figure 5.5: Coercive field as a function of the angle of the applied magnetic field
with respect to the [110] direction at 1.5 K for sample B. An overall increase in
the coercivity in all directions is observed upon adsorption of fluorescein which
is attributed to a decrease in magnetization. The coercivity increase is larger for
the 0◦ orientation due to a strengthening of the easy axis character of the [110]
direction. The corresponding shift in Curie temperature for this sample is shown
in the inset.

in agreement with the experiments. The adsorption of eosin Y produces a
smaller decrease in the ferromagnetic transition temperature and a reduced
increase in the electrical resistance with respect to fluorescein. An even less
efficient hole quenching is observed for phloxine B where a slightly higher
Curie temperature and a smaller resistance increase is observed with respect
to eosin Y.
In summary, the effects of the molecule structure on the hole quenching ca-
pability could be clearly evidenced. These experiments show how the degree
of modification of the electrical and magnetic properties of (Ga,Mn)As can
be chosen almost at will by selecting the right chemical structure of the
molecular adsorbates.

5.2.3 Magnetic anisotropy and transport properties in
the absence of light

This section addresses the effects of the adsorption of fluorescein in further
detail. Changes in the electrical properties and their correlation with the
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Curie temperature were briefly discussed in section 5.2.1. To complete the
analysis of the magnetic properties the effects on the magnetic anisotropy
need to be addressed. To this end angle-resolved magneto-transport mea-
surements were performed before and after the adsorption treatment and
will be presented in the following.
In Fig. 5.5 the coercive fields Hc1 (circles) and Hc2 (squares) at a temper-
ature of 1.5 Kelvin for (Ga,Mn)As (full symbols) and GaMnAs/fluorescein
(open symbols) as a function of the direction of the applied magnetic field
with respect to the [110] uniaxial easy axis direction are displayed. These
plots correspond to sample B where like in sample A a reduction in Curie
temperature was obtained upon adsorption of the dye. The corresponding
shift ∆T= 9 Kelvin in the peak of the resistance vs. temperature measure-
ment is shown in the inset (the resistance values are normalized to the peak
resistance). After adsorption of the dye molecules the general profile of the
anisotropy landscape given by the coercive field maps conserves the typical
shape for as-grown materials: a rectangular shape with its long axis parallel
to the [110] direction for the first coercive fields (Hc1, circles) and the second
coercive fields (Hc2, squares) approaching the [110] and [11̄0] axes (see also
section 3.1.1.) [54,81].
After adsorption of the molecules in addition to the decrease in the value of Tc

an overall increase of the coercive fields in all directions can be observed. This
is in agreement with other studies in the literature reporting the decrease of
the coercive field with increasing Curie temperature achieved by varying the
manganese concentration [130]. A change in the magnetic anisotropy upon
fluorescein adsorption is evidenced by a modest strengthening of the uniaxial
easy axis ([110] axis, 0◦ direction) where the increase in coercivity is larger
than along the uniaxial hard axis direction ([11̄0] axis, 90◦ direction): the
ratio Hc[11̄0]/Hc[110] decreases from 0.75 for the as grown (Ga,Mn)As to
0.71 for GaMnAs/fluorescein indicating an approximately 5% increase in the
easy axis character of the [110] direction. It has been shown both theoreti-
cally and experimentally that not only the Curie temperature but also the
magnetic anisotropy in (Ga,Mn)As is susceptible to variations of the carrier
density [35,131,132]. However, theory and experiments disagree when deter-
mining the anisotropy component (uniaxial or biaxial) that is most affected
by changes in carrier concentration. Experimental work shows that the uni-
axial term is most sensitive to variations in the carrier concentration, which
can lead to a 90◦ change in the orientation of the uniaxial easy axis (from
[1̄10] to [110]) when reaching a critical value of the carrier density. A change
of sign in the uniaxial magnetic anisotropy energy is not observed in the
present study probably because of probing a hole concentration range that is
far from the critical value. Nevertheless, the observation of a modest change
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in the uniaxial anisotropy component with respect to the biaxial anisotropy
component upon carrier concentration is clearly in line with results in the
literature.
The general increase of coercivities in all directions was already discussed in
terms of micromagnetic models in the last chapter dealing with the effects
of oxygenation. In this case the same argument considering the domain wall
pinning energy density ε = (M2 − M1) · Hc will be included in this anal-
ysis. Keeping in mind the small changes in the magnetic anisotropy after
the adsorption of fluorescein we can assume that ε remains approximately
constant for every direction. Therefore, once again according to the above
expression a general increase in Hc could be directly related to a decrease
in the absolute magnetization value M that is in agreement with the notion
of a weakened ferromagnetic interaction given by the smaller value of Curie
temperature after adsorption of fluorescein.

5.3 Manipulating magnetism by light

As mentioned in the introduction to this chapter the possibility of exploiting
one more degree of freedom of the (Ga,Mn)As-fluorescein interaction will be
explored by allowing the molecules to absorb light.
The interaction between light and (Ga,Mn)As with implications on the mag-
netic properties has been demonstrated by the injection of optically gener-
ated spin-polarized holes into the (Ga,Mn)As material causing changes in
the magnetization [133]. In this thesis it is not intended to manipulate the
magnetic properties by the direct interaction between (Ga,Mn)As and light.
Instead, the approach involves modulating the hole quenching capability of
the adsorbed fluorescein molecules as a sort of light regulated gating effect
that enables the control of the magnetic properties by light.

5.3.1 Magnetic properties in the presence of light

The illumination experiments were started by shining the light on the magneto-
transport devices at room temperature for approximately 30 minutes. The
light was kept on also during the cool down of the sample and over the entire
measurement time. As mentioned in the fist part of this chapter, the light
source employed in all the experiments is a commercial mercury lamp. This
lamp is also the light source used for the Kerr microscopy experiments pre-
sented in chapter 3.
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Fig. 5.6 shows the effect of the illumination on sample A after the ad-
sorption of fluorescein. A distinct shift of the resistance peak towards higher
temperatures during illumination can be observed in Fig. 5.6 (top) which
is accompanied by a decrease in the value of the resistance. In addition, a
decrease in the value of the coercive field is observed in the field dependence
of the planar Hall voltage as shown in Fig. 5.6 (bottom). Thus, the illu-
mination effect is inverse to the pure adsorption effect and according to the
previous discussion the effect can be attributed to an increase of hole carriers
in (Ga,Mn)As by the action of light. The mechanism behind the illumination
effect is possibly connected to the position in energy of the molecule ground
and exited states with respect to the (Ga,Mn)As valence and conduction
band edges. The molecule ground state is expected to be located close to
the (Ga,Mn)As valence band in order to be able to effectively interact with
the holes in these levels. Upon light absorption a fraction of these electrons
that were interacting with the valence band are now being promoted to the
excited state of the molecule, and are no longer able to contribute to the hole
compensation producing a small increase in the hole concentration and an
increase in the Curie temperature.

5.3.2 Time relaxation of the light induced state

The light effects presented in the last section are interpreted as the result
of the promotion of electrons in the fluorescein molecules to electronic lev-
els higher in energy. However, photodegradation of the molecules could also
explain the observed behaviour. This possibility can be evaluated by testing
the reversibility of the process. In the case of the light induced degradation
of the molecular adsorbates a recovery of the original properties in the ab-
sence of light is not expected upon removal of the light source while if the
excitation mechanism is valid the light effects should be reversible. In the
present case it it found that the light induced state is reversible although
the return to the original state occurs via a slow relaxation mechanism: Fig.
5.7 shows how the normalized resistance peak temperature slowly returns
to the value before illumination. In this experiment after the resistance vs.
temperature curve is completed (the last temperature point is taken at room
temperature for all the plots presented in this study) the light is switched
off and thereafter the complete temperature dependence of the resistance is
remeasured repeatedly after waiting times of several hours, respectively. Fig.
5.7 a zoom-in of the curves obtained in the dark (filled symbols), during light
illumination (open circles) and after waiting times at room temperature of
3 (open squares) and 21 (open triangles) hours after switching off the light
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Figure 5.6: Light induced changes in the magnetic properties of GaM-
nAs/fluorescein. A shift in the Curie temperature towards higher values is observed
upon illumination (top) together with a decrease in the value of the coercive field
(bottom).
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Figure 5.7: Relaxation effect after illumination. The resistance peak slowly moves
towards the original position it had before illumination. The peak resistance as
a function of the time (in hours) passed after removing the light source follows a
logarithmic law.

source are shown.
Not only a shift in the temperature of the maximum resistance is observed
during illumination but also the absolute value of the resistance decreases
in the presence of light. Like the temperature where the resistance peak is
observed, the maximum resistance also slowly recovers to the original value
after switching off the light. The maximum resistance as well as the resis-
tance peak temperature as a function of the waiting time have a logarithmic
dependence. The plot of the peak temperature vs. the logarithm of time (in
hours) and the corresponding linear fit are shown in the inset of Fig. 5.7.
This rather unusual long relaxation time is also reflected in the values of the
coercive fields.
The long time scales observed in this relaxation process well exceed any
simple fluorescence or phosphorescence decay mechanism expected in fluores-
cein [134,135]. The physical explanation behind the long time scale relaxation
remains an open question. Possible reasons explaining this long relaxation
processes may be linked to charge trapping effects occurring at the interface
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between the molecules and the (Ga,Mn)As substrate that might hinder the
rapid relaxation of the light induced excited state. Nevertheless, these time
relaxation measurements give important information supporting the idea of
a reversible light switchable hole quenching mechanism in GaMnAs/organic
systems that can influence the magnetic properties of the system by the in-
teraction with light. They show that the effect is reversible and is not due
to a photodegradation of the adsorbates.
In conclusion, the magneto-transport results presented in this chapter demon-
strate the effectiveness of molecular layers in quenching hole carriers in dif-
ferent (Ga,Mn)As materials changing their magnetic properties. Most im-
portantly this study shows how this interaction can be modified by light ab-
sorption of the molecular layers which is a first step towards light-controlled
ferromagnetism in GaMnAs/dye devices. The reported observations provide
a proof of principle for an effect that can be further explored using electron-
acceptor molecules. These could help to improve the ferromagnetic response
or even enhanced by functionalization with photoisomerizable molecules that
can additionally provide non-volatility.
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Summary and conclusions

In this thesis, the magnetic domain wall dynamics in the model ferromagnetic
semiconductor (Ga,Mn)As were studied in detail. Kerr microscopy was the
key technique for the observation of the magnetization dynamics processes
at temperatures near and well below the ferromagnetic transition tempera-
ture. This work also presents the realization and low-temperature study of
magneto-transport devices based on as-grown and modified (Ga,Mn)As thin
films. The experimental work gathered in this thesis combines the scientific
interest in the origin and understanding of physical phenomena with a prac-
tical view for potential applications.
The study of the time and space resolved magnetic domain wall dynamics of
in-plane magnetized (Ga,Mn)As/GaAs by Kerr microscopy was presented in
the third chapter of this manuscript. These measurements contribute to the
understanding of a highly interesting topic where not many reports can be
found in the literature. By working at variable temperatures the study of the
magnetic domain wall dynamics in biaxial and uniaxial magnetic anisotropy
regimes (at temperatures far below and in the vicinity of the ferromagnetic
transition temperature, respectively) was performed. The magnetization re-
versal dynamics in (Ga,Mn)As was found highly susceptible to the in-plane
magnetic anisotropy landscape. This was not only evidenced as a change
in the internal structure of the magnetic domain walls going from an rota-
tion of 120◦ to a complete 180◦ rotation of the magnetization but also as a
dramatic change in the domain wall alignment. The irreversible magnetic
aftereffect in (Ga,Mn)As was revealed by Kerr microscopy as a critical re-
duction in domain wall velocity over time under a constant magnetic field
below coercivity. This behaviour is the result of a complex scenario where
the overall time relaxation of the magnetization is the result of a combination
of two individual relaxation processes acting simultaneously. The magnetiza-
tion versus time measurements were successfully described by a biexponential
model considering two coexisting relaxation processes. The model was used
to estimate the time constants of the two relaxation processes and also the
activation volumes that were found to be in agreement with the typical val-
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ues for (Ga,Mn)As.
Some questions still remain open such as the origin of the distinct domain
wall alignment of 120◦ domain walls at the lowest temperatures, however,
a step forward in the understanding of the complex domain wall dynam-
ics in (Ga,Mn)As/GaAs has been made. The study of the domain wall
dynamics and magnetic anisotropy at temperatures closer to the ferromag-
netic transition temperature is important in view of the relatively low values
found in (Ga,Mn)As materials. As the room temperature ferromagnetism
in (Ga,Mn)As seems at this moment not in sight it is fundamental for any
possible application that its properties are fully characterized at the highest
possible temperatures below the ferromagnetic-to-paramagnetic transition.
The analysis of the magnetic aftereffect which is typically found in ferro-
magnetic materials, links and compares the distinct hole carrier mediated
ferromagnetism found in ferromagnetic semiconductors to the more conven-
tional and more extensively studied magnetism found in standard magnetic
materials where the direct exchange interaction plays the dominant role.
Undoubtedly, from the results presented in this thesis those that are more
practically oriented are the ones related to the modification of the properties
of as-grown (Ga,Mn)As materials presented in chapter 4 and 5. In both cases
the corresponding treatment was performed on micro-patterned (Ga,Mn)As
devices that allowed for the detection of the changes in the magnetic and
electrical properties by magneto-transport measurements. The first exam-
ple is the controlled suppression of the ferromagnetic properties successfully
achieved by the incorporation of oxygen species into the (Ga,Mn)As struc-
ture by oxygen plasma exposure. This method does not only allow for the
regulation of the carrier density after completion of the standard material
growth procedure but can also be applied to large extensions of a film. In
fact the most interesting aspect of this large scale treatment is the potential
applications related to the design of suitable masks that could provide the
selective exposure of certain parts of the films to the treatment. In this way,
isolated regions or even arrays of features with different magnetic properties
with respect to the rest of the film could be easily achieved in one step. These
arrays can be of use for the study of the interaction between different types of
domain walls in addition to the more applied concept of specifically located
domain wall switching units incorporated in single domain devices.
The second example of a controlled modification of the properties of as-grown
(Ga,Mn)As is surface functionalization. In this case the possibilities that are
open for tuning the properties of the magnetic substrate scale with the in-
finite number of different adsorbates that can be used. In this particular
case the selected functionality of the adsorbates was the absorption of light
in the visible range. This selection was made in order to explore the pos-
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sibility of realizing photo-sensitized (Ga,Mn)As devices where the magnetic
and electrical properties can be influenced by light exposure. In this work,
proof-of-principles for this concept were successfully obtained employing flu-
orescein molecules as adsorbates.
The study of the effects of light on the electrical and magnetic properties
of the (Ga,Mn)As/fluorescein devices can be readily continued in view of
enhancing the effect and also for achieving a better understanding of the
underlying mechanism. As an example, a dependence of the light effect on
the wavelengths of the incident light can reveal a wavelength window where
the light effect is maximum therefore giving room for a major improvement
with respect to the white light illumination that has been employed so far.
In addition, a dependence of the light effect on the dipping time could give
important information regarding the role of the additional less tightly bound
molecular layers (in addition to the first monolayer in direct contact with
the (Ga,Mn)As substrate) in the light induced process. In this view point
it would be highly desirable to analyze relaxation times after illumination in
the presence of substantially different amounts of weakly bound layers.
Moving on from the (Ga,Mn)As/fluorescein system, improvements can be
most likely achieved by choosing adsorbates that enhance the effect. This
can be done by employing adsorbates with a larger electron-donation capabil-
ity and a larger absorbance (extinction coefficient of fluorescein: 88000 mol−1

cm−1 at 513 nm) in the visible range such as Cy2 or Dy-590, two commer-
cial dyes whose chemical composition is rich in alkyl chains and conjugated
structures. These dyes have SO3

−1 and CO2
−1 potential binding groups and

extinction coefficients of 150000 mol−1 cm−1 at 561 nm and 120000 mol−1

cm−1 at 580 nm, respectively. The use of such adsorbates on (Ga,Mn)As
films with a relatively low hole carrier concentration could lead to the full
quenching of the hole carriers in the absence of light. In this case another
functionality could be achieved and investigated, the system described above
would be insulating and paramagnetic in the dark and would become not only
conductive but also ferromagnetic in the presence of light. This effect could
be interesting from the point of view of applications in magneto-transport
devices. It would allow for a fully light operated on-off electric and magnetic
state in a magneto-transport device. Additionally, this experiments would
complement the presented studies in highly conductive systems and help to
understand the physical mechanism of this type of secondary interaction be-
tween the light and the (Ga,Mn)As material.
It is well known that magnetic anisotropy transitions (in-plane to out-of-
plane or 90◦ easy axis reorientations within the plane) in (Ga,Mn)As can oc-
cur when the carrier density is changed provided that the films have an initial
critical value of the charge carrier density. If the light effect can be enhanced
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by the use of a more effective electron donor, working with (Ga,Mn)As films
that have a hole carrier concentration in the vicinity of a critical anisotropy
transition value could be of considerable interest. The molecule adsorption
could drive the system to one side of the anisotropy transition and ideally
the interaction with light could cause the system to cross the anisotropy
transition back to the initial state. This could allow for a light operated
easy-axis reorientation that in turn can provoke a light driven reorientation
of the magnetization vector in the absence of magnetic fields.
Another important point that can be investigated is the possibility of achiev-
ing non-volatility in the light effect. This could be explored by the use of,
for instance, photoisomerizable molecular adsorbates. This adsorbates would
undergo a conformational change in the presence of light that would not be
reversed by the removal of the light source as it is in the present case since
chemical bonds are broken and reformed in the process. This would allow for
the reliable and stable operation of the functionalized devices in either the
more or less conductive (ferromagnetic) state without the need of constant
illumination.
Due to the fact that this effect arises from surface functionalization there are
an almost endless number of other promising routes to follow not proposed
here. It would be highly desirable that the proof-of-principles presented in
this thesis motivates further research activities in this direction.



Appendix

This appendix contains a summary of the most relevant properties of the
samples studied in the different chapters of this thesis.

Chapter/section Sample name
3/DW dynamics 37F

3/Aftereffect 17H, 264
4 11G, 32H
5 32H, 264

Sample Thickness Tc Mn concentration MBE Laboratory
name (nm) (K) (%)
37F 170 49 5 Rome1

264 50 65 8 Nottingham2

17H 170 53 2.5 Rome
11G 170 22 1.2 Rome
32H 40 48 3 Rome

1: E. Placidi and F. Arciprete at Dipartimento di Fisica, Università di Roma
“Tor Vergata”.

2: A. W. Rushforth, R. P. Campion and B. L. Gallagher at School of Physics
and Astronomy, University of Nottingham.
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[85] L. Néel, J. Phys. Radium 11, 49 (1950).
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