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Abstract

Understanding the mechanism of unconventional superconductivity in correlated elec-

tron materials is a step towards developing superconductors with higher transition tem-

peratures. Scanning tunneling microscopy/spectroscopy is a perfect tool to study the

quantum mechanical states of correlated electron materials both in real space and mo-

mentum space.

In this thesis I discuss about construction, development and operation of an spectroscopic

imaging scanning tunneling microscopy (SI-STM) which operates at milli-Kelvin tem-

peratures, and magnetic fields up to 14 Tesla. Measuring at ultra low temperatures has

the advantage of approaching exciting electronic phases (e.g. superconductivity), and

additionally enhances the spectroscopic energy resolution to microelectron volt range,

which is crucial for the study of strongly correlated electron materials. SI-STM can be

used to image the electronic excitations and structure close to the Fermi energy, and to

detect the quasi-particle interference (QPI) in Fourier space.

This thesis deals mainly with different families of correlated electron materials, in par-

ticular about their superconducting and magnetic phases. The studied superconductors

belong to the family of heavy fermion compounds (CeCu2Si2), and noncentrosymmet-

ric superconductors (BiPd); whereas the magnetic compounds are linked with parent

compounds of iron-based superconductors (Fe1+yTe), and heavy fermions (CeB6).

I show the possibility to image the atomic-scale magnetic structure of a parent com-

pound of an iron-based superconductor in real space, which has been carried out for the

first time. This brings the possibility to carry out spin-polarized measurements on high

temperature superconductors (cuprates). Furthermore, the vortex lattice of the heavy

fermion superconductor CeCu2Si2 has been visualized by STM. This has not been ac-

complished by other techniques such as neutron scattering previously, and highlights

the suitability of STM for research in condensed matter physics. Eventually the first

tunneling measurements with atomic resolution on a family of non-centrosymmetric su-

perconductor has been carried out. The results on BiPd indicate a BCS gap, and mark

this compound as a conventional type two superconductor.

The results can help to further understand the relation and interplay between magnetism

and superconductivity, and also the mechanism of superconductivity in these materials.

Keywords: Scanning tunneling microscopy, dilution refregeration, correlated electron

materials, Iron based superconductors, Heavy fermions
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Kurzfassung

Ein wichtiger Schritt für die Entwicklung von Supraleitern mit höheren sprungtem-

peraturen ist das Verständnis des Mechanismus der unkonventionellen Supraleitung

in korrelierten Elektronenmaterialien. Rastertunnelmikroskopie /-Spektroskopie eignet

sich dabei sehr gut, um die elektronischen Zustände korrelierter Elektronenmaterialien

sowohl im Realraum also auch im Impulsraum zu studieren.

In dieser Arbeit diskutiere ich die Konstruktion, Entwicklung und Inbetriebnahme eines

spektroskopischen Rastertunnelmikroskops (SI-STM), das bei Temperaturen von eini-

gen MilliKelvin und bei Magnetfeldern bis zu 14 Tesla arbeitet. Messungen bei extrem

niedrigen Temperaturen bieten die Möglichkeit der Annäherung spannende elektron-

ische Phasen (z.B. Supraleitung) und verbessert zusätzlich die spektroskopische En-

ergieauflösung, welche entscheidend ist für stark korrelierte Materialien. SI-STM wird

dabei zur Abbildung der elektronischen Anregungen und Struktur in der Nähe der Fermi-

Energie verwendet, ebenso wie zur Erfassung von Quasi-Partikel-Interferenz (QPI) im

Fourierraum.

Der Großteil der Arbeit enthält Messungen an verschiedenen Familien von korrelierten

Elektronenmaterialien, mit hauptsächlich supraleitenden und magnetischen Phasen. Die

untersuchten Supraleiter gehören zur Familie der Schweren-Fermionen-Verbindungen

(CeCu2Si2) und nichtzentrosymmetrischen Supraleitern (BiPd), während die magnetis-

chen Phasen Verbindungen mit übergeordneten Verbindungen von Eisen-basierten Supraleit-

ern (Fe1+yTe) und schwere Fermionen (CeB6) sind.

Ich zeige die Möglichkeit, die atomaren magnetischen Struktur der nicht supraleitender

Basisverbindung eines Eisen-basierten Supraleiter im realen Raum abzubilden, was zum

ersten Mal durchgeführt werden konnte. Dies eröffnet die Möglichkeit zur Durchführung

von spin-polarisierten Messungen an Hochtemperatur-Supraleitern (Cupraten). Außer-

dem wurden die Vortex-Gitter der Schweren-Fermionen-Supraleiter CeCu2Si2 durch

STM-Messungen abgebildet. Dies ist bis jetzt nicht durch Techniken wie Neutronen-

streuung erreicht worden, und hebt die bedeutung von STM in der Physik kondensierter

Materie hervor. Schließlich wurde die erste Tunnel Messungen mit atomarer Auflösung

zu einer Familie von nicht-zentrosymmetrischen Supraleiter durchgeführt.

Die Ergebnisse können dazu beitragen, die Beziehung und das Zusammenspiel zwischen

Magnetismus und Supraleitung, und auch den Mechanismus der Supraleitung in diesen

Materialien weiter zu verstehen.

Stichworte: Rastertunnelmikroskopie, Mischungskühlung, korrelierte Elektronen Ma-

terialien, Eisen basierten Supraleitern, Schwere-Fermionen
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Chapter 1

Introduction

Strongly correlated materials are a broad family of electronic materials which were dis-

covered in the last few decades, exhibiting extraordinary (usually technologically practi-

cal) electronic and magnetic properties. Many of these materials are composed of tran-

sition metal oxides, which may be classified according to their properties, e.g. high tem-

perature superconductors, spintronic materials, quasi-low-dimensional materials, etc.

Due to the similarities of the phase diagrams of these compounds, understanding the

mechanism of superconductivity for correlated electron materials might be very helpful

to design superconductors with a higher transition temperature, and maybe even one

day obtaining a material which has a transition temperature above room temperature.

1.1 Correlated electron materials

Electrons in metals are known to be itinerant and delocalized, where they move indepen-

dently in extended Bloch states. In metals electrons are well defined in momentum-space

(k-space). On the other hand, for insulators electrons are known to be localized and can

not move. Electrons in this case are defined in real-space. By introducing magnetic ions

to metals (e.g. rare earth compounds) or by doping insulators (e.g. doped Mott insula-

tors like copper-oxide superconductors) a system known as correlated electron material

is formed which shows new properties.

Correlated electron materials have incompletely filled d- or f-electron shells with narrow

energy bands, which require a high energy resolution to detect the electronic excita-

tions. The duality between localized and delocalized character of electrons makes the

difference to conventional materials complicated, including their theoretical description

and experimental detection. For studying electronic behavior of these compounds, it

1
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is essential to obtain data from both real space and k-space. STM is an ideal tool to

retrieve information on the electronic excitations in both spaces. STM offers the possi-

bility to detect the local density of states (LDOS) with atomic resolution in real space.

By transforming spectroscopic maps to Fourier space, it is possible to gain information

about the dispersion of quasiparticles in momentum-space, by analyzing the interference

pattern of electrons and holes (quasiparticles).

Unconventional superconductors, or compounds with complex magnetic phase diagrams

are examples of correlated electron materials, which are suitable to be studied with

STM. These materials are divided in many families of compounds: Cuprates, iron-based

superconductors, heavy fermions, Manganites, Ruthenates, etc.

Cuprates, which are copper-oxide superconductors, were discovered in 1986 by IBM re-

searchers Müller and Bednorz [1], who were awarded the 1987 Nobel prize in physics

“for their important break-through in the discovery of superconductivity in ceramic

materials”. These compounds have the highest transition temperature of the known

superconductors, up to 150K at high pressures, making them extremely interesting for

applications. BSCCO (Bi2Sr2CaCu2O8+δ) has been extensively studied with STM and

angle resolved photoemission spectroscopy (ARPES) because it cleaves easily, exposing

an atomically flat surface. For Cuprates, superconductivity originates from the strongly

interacting electrons in the Cu-O planes. The undoped compound has an antiferromag-

netic Mott insulating ground state in which Coulomb repulsion prevents electrons from

hopping from Cu to Cu. Doping these insulating CuO2 layers with holes (removing

electrons) causes the appearance of new electronic states including high temperature

superconductivity and the still poorly understood pseudogap phase.

Iron-based superconductors were discovered in 2006 by Japanese researchers [2]. Soon

these materials gained focus by the scientific community since these materials were the

first to show high Tc superconductivity in a non copper based material. The super-

conducting transition temperatures in iron-based superconducting materials are lower

than those of cuprates [3]. In iron-based superconductors, unlike the cuprates, it ap-

pears that multiple 3d orbitals of the iron are involved in the electronic structure near

the Fermi energy [4]. Although the undoped material is also antiferromagnetic, unlike

in the cuprates, it is metallic. With doping, the magnetic state is suppressed and a

superconducting phase appears.

Heavy Fermion compounds were first discovered in 1975 by researchers in Bell Labora-

tories [5]. These materials are typically intermetallic compounds containing actinides

or rare earth ions (such as Ce, U, Yb). Heavy fermions have a high electronic specific

heat coefficient (γ>400 mJ/mol.K2), implying that the effective mass of the electrons

are high (γ ∝ m∗). The first heavy fermion superconductor was discovered in 1979 by
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Figure 1.1: Generic phase diagrams of (a) HTSC-cuprates as a function of doping (x),
reproduced from [7] (b)Iron-based superconductors as a function of doping (x), repro-
duced from [8] (c)Heavy fermion compound as a function of pressure (p), reproduced
from [7]. AFM, antiferromagnetic; SC, superconducting; PM, paramagnetic phase;

(N)FL, (non) Fermi liquid; PG, pseudogap; SG, spin glass phase.

F. Steglich [6] (chapter 6). This was unexpected due to the assumption that magnetic

ions suppress superconductivity. As it can be seen in Fig. 1.1, the phase diagrams of

cuprates, iron-based superconductors and heavy fermions show some similarities.

The properties of heavy fermion materials exhibit drastic changes under comparatively

small variations in temperature, magnetic field, composition or pressure [9], indicating

a rich electronic structure in the vicinity of the Fermi level (EF). This is reflected in the

heavy effective mass of the conduction electrons but also in the delicate balance between

localized and delocalized electronic states often found in these compounds. The relevant

temperature scales for heavy fermion materials are frequently well below 1K, therefore

the experimental investigation of the changes in the electronic structure as a function of

temperature and magnetic field requires very low temperatures [10, 11].

Because of the similarities of the phase diagram (Fig. 1.1), and the similar interaction

of the localized spins with the conduction electrons (heavy fermions and iron-based

superconductors), there might be a relation for the mechanism of superconductivity.

1.2 Objective

In recent years, spectroscopic-imaging STM has proven to be able to give insight into

details of the band structure, electronic excitations near the Fermi level, and information

on local inhomogeneities and the influence of defects from spatial maps of the differential

conductance (dI/dV ), which for energies close to the Fermi energy is proportional to

the local density of states (LDOS) [12]. Transforming the data into reciprocal space

yields information on the dominant scattering vectors due to quasiparticle interference,

revealing information about the electronic structure [13]. It has been shown that in su-

perconducting materials, from analyzing quasiparticle interference, even the symmetry

of the superconducting order parameter can be determined [14]. Similar studies of the
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superconducting order parameter in heavy fermion materials and also organic [15] or

topological [16] superconductors are highly attractive, however they require operation

of the STM at temperatures well below 1K. The resolution of tunneling spectroscopy is

limited by the thermal broadening of the Fermi distribution of the charge carriers in the

tip and is improved by going to lower temperatures.

1.3 Outline

In chapter 2 I will briefly discuss and explain the basis of how an STM works and what in-

formation we can retrieve from the data. In chapter 3 the working principle of a dilution

refrigerator will be explained, and then I discuss the setup and construction of our home-

built spectroscopic-imaging STM (SI-STM) which operates at milli-kelvin temperatures

[17]. This enables us to probe the electronic excitations of correlated electron materials

with excellent energy resolution. In order to test and characterize the energy resolution,

electronic temperature and stability of the STM scan head we performed measurements

on NbSe2 and Aluminium. In chapter 4 I discuss Al-Al Josephson junctions, from which

I derive the values of the elements of the STM circuit. Various methods have been used

to model the supercurrent flow between the coupled superconductors (Cooper pair tun-

neling). In chapter 5 I show results on the parent compound of the ’11’ family of iron

chalcogenides , Fe1+yTe, which has an spin density wave (SDW) phase. An interesting

and enigmatic unidirectional modulation has been observed for this material. In chap-

ter 6, measurements on the first discovered heavy fermion superconductor, CeCu2Si2,

are shown. For the first time, the vortex lattice of this material has been imaged. In

chapter 7, I show results on another heavy fermion compound with a complex magnetic

phase diagram at low temperatures, CeB6. Measurements as a function of temperature

and magnetic field showed a change in the conductance spectra, possibly due to the

variation of the magnetic phase. In chapter 8, I show the superconducting gap as a

function of temperature and magnetic field, vortex with atomic resolution on the non-

centrosymmetric superconductor BiPd. Results indicate an s-wave superconducting gap

order parameter. Finally, in chapter 9, I draw a summary and conclusion of the thesis.



Chapter 2

Introduction to Scanning

Tunneling Microscope

Since the invention of scanning tunneling microscope (STM) about three decades ago,

this technique has been widely used, applied and adapted in different fields of science and

research. It is a nano-scope made up of a sharp tip, which provides a unique opportunity

to investigate the topography and electronic excitations of conductive samples on atomic

level. This technique can be used either in studying the surface or physics of the bulk

of specimen. Spectroscopic Imaging- STM (SI-STM) enables us to spatially image the

electronic excitations and offers insight to the momentum (reciprocal) space of electrons,

hinting about the electronic band structure of the crystal. In this chapter I will briefly

discuss how an STM works and how we can interpret the data obtained from an STM.

This chapter is based on these references [18–22].

2.1 Working principle of STM

An STM is an instrument which exploits the strong distance dependence of quantum

tunneling of electrons in order to probe the surface of a conducting or semi-conducting

material. The components of an STM are shown schematically in Fig. 2.1. As it can

be seen, a bias is applied to the junction across the tip and surface in order to tunnel

the electrons between the tip and the sample. Consequently, the tip scans over the

sample and by applying a feedback loop the topography can be recorded. The STM tip

is mounted on a piezoelectric scan tube, which by applying a voltage it can scan in the

subnanometer range.

5
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Figure 2.1: Schematic illustration of an STM. A bias is applied across the junction
between tip and sample which tunnel the electrons. The feedback loop sustains the
tunneling current at a desired value. After fixing the sample bias voltage to Vset, a
feedback loop controls the voltage on the z piezo to keep the tunneling current constant

at Iset.

2.2 Tunneling Theory

One of the fundamental features of quantum mechanics which distinguishes it from

classical mechanics, is the tunneling phenomenon. In classical mechanics particles can

not pass through a wall, whereas in quantum mechanics, particles (e.g. electrons) from

separate electrodes can tunnel through a thin insulating barrier (e.g. vacuum). If a

positive bias V is applied to the sample with respect to the tip, the Fermi level of the

sample reduces amount of eV respectively. The electrons will tend to flow from the

occupied state of the tip to the empty states of the sample. This situation is illustrated

in Fig. 2.2. From Schrödinger’s equation it is possible to determine the tunneling current

ratio on the two side of the insulating barrier,

I(d) = I(0) exp(−2κd), (2.1)

κ =

√
m (Φt + Φs − eV )

~
. (2.2)

κ is the decay constant of the barrier region, being dependent on the electron mass

m, Planck constant ~, and the work functions of the tip and sample Φt, Φs. The work

functions are on the order of 5 eV, which makes κ on the order of 10 nm−1. This indicates

that by increasing the barrier (tip-sample distance) width d only 1 Å, the tunneling

current will reduce 1 order of magnitude, making STM a very powerful tool to detect
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Figure 2.2: schematic of a tunnel junction with a positive bias voltage V applied to
the sample. Φt and Φs are the work functions of the tip and sample respectively. The
vertical axis shows the energy and the horizontal axes show the density of states for

the tip and sample. Filled states are shown in green.

atomic corrugations in the range of tens of picometers. Bardeen formulated the theory of

a current through a planar tunneling junction using time dependent perturbation theory

and Fermi’s golden rule [23], which can also be used for describing tunneling in STM

with slight modifications proposed by Tersoff and Hamann [24]. By assuming energy

conservation during tunneling process (elastic tunneling), then the net tunneling current

can be written as:

I = It→s − Is→t

=
4πe

~

∫ ∞
−∞
|M |2ρs(Es)ρt(Et){f(Et, T )[1− f(Es, T )]− f(Es, T )[1− f(Et, T )]} dε.(2.3)

where e is the electron charge, |M | is the matrix element for tunneling and ρs(E) and

ρt(E) are the density of states of the sample and the tip respectively, and f(E, T ) is the

Fermi distribution:

f(E, T ) =
1

1 + exp(E/kBT )
, (2.4)

The tip and the sample energies can be written as (Et = ε+ eV and Es = ε), since the

bias voltage V , alters the relative elastic tunneling. Therefore the tunneling current can
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be written as:

I =
4πe

~

∫ ∞
−∞
|M |2ρs(ε)ρt(ε+ eV )[f(ε, T )− f(ε+ eV, T )] dε, (2.5)

This current is referred as the integrated density of states (IDOS). In practice, the

tip is usually selected from a material which has a flat density of states (no energy

dependence), so that ρt(ε+ eV ) can be treated as a constant and be taken outside the

integral. The most common tips are W, Pt, and Pt-Ir, which all are metals with flat

DOS near the fermi level. Another approximation is to treat the matrix element |M |
energy independent, such that it can be taken outside of integral. The tunneling current

can be simplified to the equation:

I =
4πe

~
|M |2ρt(0)

∫ ∞
−∞

ρs (ε) [f(ε, T )− f(ε+ eV, T )] dε, (2.6)

When T −→ 0, {f(ε, T )− f(ε+ eV, T )} is a step function and equals 1 in the range of 0

< ε < eV, and can be neglected from Eq. 2.6. This assumption is realistic for an STM

operating at milliKelvin temperature.

Finally, the matrix element |M |2 can be approximated using Eq. 2.1, 2.2, showing the

exponential decay of the current by increasing the tip-sample distance,

|M |2 = exp(−10.2 d
√
ϕ), (2.7)

where ϕ is the average work function of the tip and the sample (with unit of eV) and

d is the tip sample distance (with unit Å). Consequently the tunneling current can be

expressed in the form:

I =
4πe

~
exp(−10.2 d

√
ϕ) ρt(0)

∫ eV

0
ρs (ε) dε. (2.8)

2.3 Imaging the topography

One of the biggest advantages of using an STM is that it enables us to image atoms and

local defects, such as vacancies, adatoms or step edges with high resolution depending

on the sharpness of the tip. The most common way to image the topography is by using

a constant (tunneling) current mode. In this mode, after fixing the sample bias voltage

to Vset, a feedback loop controls the voltage on the z piezo to keep the tunneling current

constant at Iset. By recording the voltage of the z piezo, it is possible to map the height

of the surface [20]. However, it should be noted that the height of the surface depends
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on the IDOS of the sample, meaning that at some voltage biases the topography might

look different due to the electronic configuration of the surface.

2.4 Density of states

A feature which makes STM unique and an exciting probe for physicists is its ability to

locally detect the electronic density of states (DOS) as a function of energy. This feature

can be extracted from the tunneling current seen in Eq. 2.8, where the IDOS can be

converted to DOS by deriving the differential conductance spectra with the assumptions

of a constant tip-sample separation and constant tip DOS in the energy range of interest.

I = I0

∫ eV

0
ρs (ε) dε,

G(V) =
dI

dV
∝ ρs (eV ) (2.9)

accounting for thermal broadening due to the Fermi distribution, the tunneling conduc-

tance can be expressed as:

dI

dV
(V ) ∝

∫ ∞
−∞

ρs(E)×
[
−∂f(E + eV, T )

∂V

]
dE. (2.10)

In practice, the differential tunneling conductance is measured by setting the tip-sample

distance, specified by the junction resistance at bias and current setpoints (Vt and It).

By sweeping the bias, there will be a tunneling current which can be detected, there-

fore the I − V curve can be plotted. A common technique to measure the differential

conductance spectra is to use a lock-in amplifier. In this technique, a small sinusoidal

voltage modulation Vmod is added to the bias voltage. The resulting current modulation,

which is read by the lock-in amplifier connected to the output of the current amplifier,

is proportional to the differential conductance. By applying the Taylor expansion, the

current can be written as:

I(V + Vmod sinωt) = I(V ) +
dI

dV
|V .Vmod sinωt, (2.11)

where ω is the frequency of the modulation voltage. Therefore, at any given point on the

surface, the LDOS can be measured as a function of the bias, by recording the amplitude

of the lock-in output, which is proportional to dI/dV (differential conductance). The

broadening due to the lock-in modulation VRMS is accounted for from the convolution



Introduction to STM 10

of Eq. 2.10 with a half-circle [25],

Gfit(V ) ∝
∫ √2Vac

−
√

2Vac

dI

dV
(V + E)

√
2V 2

ac − E2 dE. (2.12)

The energy resolution in the spectra, is the minimum separation in energy of two neigh-

boring spectroscopic features which can be resolved. The total energy resolution is made

up of a thermal (∆Ethermal) and lock-in (∆ELock−in) contributions, shown below [26]:

∆E =
√

(∆Ethermal)2 + (∆ELock−in)2,

'
√

(3.5kBT)2 + (2.5eVmod)2 (2.13)

Equation 2.13 shows that by reducing the temperature T and amplitude of the voltage

modulation Vmod, the energy resolution will improve. However, reduction of Vmod beyond

a certain threshold results in less signal to noise ratio. Therefore an optimum Vmod has

to be selected for the measurements.

2.4.1 DOS of superconductors

2.4.1.1 BCS gap

In order to visualize the tunneling process, a simple energy (E)- momentum (k) diagram

can be represented as shown in Fig. 2.3. In Fig. 2.3a, the dashed line represents the

portion of the parabola below the fermi energy EF (hole states) which has been reflected

across the Fermi level. For the case of the superconductor, all the Cooper pairs are at the

Fermi level and a minimum threshold energy ∆ (energy gap) is required by an excitation

as shown in Fig. 2.3b. In this case, a particle which is partly in the electron state and

partly in the hole state exists, which are known as quasiparticles which have energy

E = (ε2 + ∆2)1/2 [22]. From this relation between E and ε, and also N(E)dE = ρ(ε)dε

where N(E) and ρ(ε) are the density of states in the superconductor and in the normal

metal respectively. Thus we have

N(E) = N(0)

[
E√

E2 −∆2(E)
− ∆(E)[d∆(E)/dE]√

E2 −∆2(E)

]
. (2.14)

In the case of BCS approximation (where d∆(E)/dE = 0), we have the following equa-

tion for the density of states:
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Figure 2.3: Energy momentum diagrams of a) Normal metal. b) Superconducting
metal. c) electron tunneling process between two normal metal electrodes. d) quasi-
particle tunneling process between superconductors. The process involves the breaking

of a Cooper pair. Reproduced from [22]

N(E) ∝

{ |E|√
E2−∆2

|E| ≥ ∆

0 |E| ≤ ∆
(2.15)

The tunneling process between normal metals is shown in Fig. 2.3c. The transfer of

an electron from the left to the right metal creates a hole excitation on the left and an

electron state on the right. When the two metals are in the superconducting state the

tunneling current can be written as:

ISS = constant×
∫ +∞

−∞

|ε|
|ε2 −∆2

L|1/2
|ε+ eV |

|(ε+ eV )2 −∆2
R|1/2

[f(ε, T )− f(ε+ eV, T )] dε,

(2.16)

By solving this integral with numerical calculations, we will obtain for the current ISS a

finite discontinuity at V = ±|∆R+∆L|/e and a logarithmic singularity at a voltage V =

±|∆R−∆L|/e for T 6= 0. The single electron tunneling between two superconductors is

combined with the destruction of a pair on the left and creation of an excitation on the

right as seen in Fig. 2.3d.
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2.4.1.2 Dynes gap

Quasiparticles at the Fermi energy will have a limited coherence length (e.g. due to

scattering at impurities), which will introduce a lifetime broadening Γ. The following

equation has been proposed by Dynes [27]:

dI

dV
(V ) ∝

∣∣∣∣∣Re

[
eV − iΓ√

(eV − iΓ)2 −∆2

]∣∣∣∣∣ , (2.17)

where V is the bias voltage and dI
dV (V ) the differential conductance (neglecting ther-

mal broadening and assuming a constant tip density of states). Γ and ∆ denote the

quasiparticle-lifetime broadening and size of the gap.

Some superconductors (e.g. NbSe2) have two gaps, and their DOS can be written as:

dI

dV
(V ) =

∑
n=1,2

Cn

∣∣∣∣∣Re

[
eV − iΓn√

(eV − iΓn)2 −∆2
n

]∣∣∣∣∣+D, (2.18)

Where Cn are constant prefactors and D is an overall constant background.

2.5 Spectroscopic maps

In STM, we can retrieve information from real space. Besides the surface topography,

spectroscopic data probes the local density of states. A supportive technique to extract

information on the sample is spectroscopic imaging-STM (SI-STM). In this technique,

the tip is scanned over the sample surface with a fixed tunneling resistance Rt = Vt/I,

recording the topographic information. At each pixel of a topographic image, the scan

and feedback are switched off to freeze the tip position (x,y and z). This allows the

voltage to be swept to measure I(V) and dI/dV over an extended voltage range, the

latter being proportional to the local density of states. The bias is then set back to Vt,

the feedback turned on, and the scanning resumed. The result is a topographic image

measured at Vt and simultaneous spectroscopic images which can be reconstructed from

the I(V) and dI/dV data. Acquisition of such a spectroscopic map requires extreme

stability of the tunnel junction over the time of the measurement. A map is typically

composed of ∼ 104 spectra, requiring acquisition times on the order of a week. This

technique provides a very rich set of information.
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2.5.1 Quasi particle interference (QPI)

By taking spectroscopic imaging maps, it will be possible to image the dispersion of

quasiparticle states from the QPI patterns induced by impurity scattering. When quasi-

particles disperse off the impurities, standing waves are formed. The dominant sets of

quasiparticle momenta can be observed by taking the fourier transform of the real-space

interference pattern (FFT-STS) [20].



Chapter 3

Setup and construction of a

milli-Kelvin STM

In this chapter the set-up and performance of a dilution-refrigerator based spectroscopic

imaging scanning tunneling microscope is discussed. It operates at temperatures below

10mK and in magnetic fields up to 14T. The system allows for sample transfer and in

situ cleavage. I present first results demonstrating atomic resolution and the multi-gap

structure of the superconducting gap of NbSe2 at base temperature. To determine the

energy resolution of our system I have measured a normal metal/vacuum/superconduc-

tor tunneling junction consisting of an aluminum tip on a gold sample. Our system

allows for continuous measurements at base temperature on time scales of up to 170 h

[17].

3.1 Dilution refrigeration

One of the methods to cool down below 100mK is dilution refrigeration, which was first

proposed by H. London in 1951 [28]. In this method the latent heat of mixing of the

two Helium isotopes 3He and 4He are used for cooling. This section is based on these

references [21, 29, 30].

The phase diagram of the mixture as a function of 3He content can be seen in Fig 3.1.

During cooling down the 3He/4He mixture, two phases with different 3He concentration

form (in the unstable region). At a temperature of 867 mK and a 3He concentration of

67.5% the lambda line meets the phase separation line. At this point the super fluidity of

4He disappears and further cooling down results in a formation of two fluid phases with

different concentration of 3He: one phase which is rich in 4He (diluted phase) and one

14
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Figure 3.1: Phase diagram of a liquid 3He/4He mixture. The graph is reproduced
from [30].

which is rich in 3He (concentrated phase). The two fluid phases have different densities

and thus there is a phase separation with diluted phase sinking to bottom due to its

higher density. As can be seen in Fig 3.1, at 0 K the concentrated phase contains only

3He, whereas the diluted phase contains about 6.6% 3He in 4He. This finite amount of

3He in the diluted phase is necessary for the dilution refrigerator to operate.

The reason for this solubility can be explained by comparing the chemical potential of

a single 3He atom in the concentrated and diluted phase at T =0 K. The driving force

for solubility is because of the larger mass of 4He, which makes the zero point motion

smaller than for 3He. As a consequence, the 3He atoms are further apart from each other

than the 4He atoms. As the atoms in the 4He concentrated phase can pack together

more closely, the forces between the atoms are greater. Therefore, a single 3He atom has

a higher binding energy in a 4He host than a 3He host. However, since 3He is a Fermion

(due to its 1/2 nuclear isospin), there will be an attractive interaction (kBTF(x)) as a

function of concentration between two 3He atoms. Eventually, the chemical potential of

a 3He atom in a dilute solution with a 3He concentration x can be written as:

µ(x)

N0
= − ε(x) + kBTF(x),

kBTF(x) = (~2/2m∗)(3π2xN0/Vm)2/3 ∼ x2/3, (3.1)

where N0 is the Avogadro number, ε(x) is the binding energy of a single 3He atom to
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Figure 3.2: (a) Schematic of a dilution refrigerator taken from Oxford instruments.
(b) Illustration of the dewar, insert and the different plates in the dilution refrigerator.

4He host. In Eq. 3.1, at a concentration x= 6.6%, the binding energy of the 3He in the

concentrated phase equals the binding energy of 3He in the diluted phase.

3.1.1 Operation mechanism and components of a dilution refrigerator

A schematic illustration of our dilution refrigerator is shown in Fig. 3.2. The 3He/4He

mixture circulates in a closed cycle. As it can be seen in Fig. 3.2a, the 3He pressure

reduces as it goes down through the different cooling stages. All the pressures inside the

tubes inside and outside the insert are less than ambient pressure so that the mixture

is less prone to diffuse out over time. At the beginning the mixture passes through

liquid nitrogen and helium cool traps to eliminate the dirt which might leak from air.

Afterwards the mixture enters the insert by first passing through the 1k pot in order to

condense. 1K pot is connected to the main 4He bath through a flow impedance. The pot

is pumped by a rotary pump, so that the vapor pressure of 4He is about 2-3 mbar and
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therefore the temperature of the pot is about 1.8 K. Consequently, the mixture passes

through impedances and heat exchangers, till eventually it reaches the mixing chamber.

The Mixing chamber (MC) is the coldest part of in the cryostat. In this part of the

insert phase separation between the concentrated and diluted phases occurs. Inside the

MC 3He diffuses through the phase boundary from the concentrated phase to the dilute

phase, whereas the 4He acts as a suprafluid background and flows up to the Still plate

due to the pressure difference between MC and the Still. The temperature in the Still

is a bit higher than 800mK, such that 3He is evaporated but 4He stays as liquid.

3He is pumped by a roots pump out of the Still to pipes installed outside of the cryostat

at room temperature. At this stage 3He passes through an intelligent gas handling (IGH)

system, which controls the flow of the mixture. As it has been mentioned the Helium and

Nitrogen cool traps are installed near the IGH where every time the mixture is cleaned

before it enters the cryostat. In dilution refrigeration the experimental equipments are

installed at the MC (since it has the lowest temperature), and the cooling power (Q̇) is

defined as the product between the flow of 3He atoms crossing the phase boundary ṅ

and the enthalpy difference between the diluted and concentrated phase. The enthalpy

of the two phases can be known from specific heat measurements. After simplifying the

enthalpies, the ideal cooling power inside the MC can be written in the equation:

Q̇ = ṅ(Hd(T )−Hc(T )) = 84ṅT 2 [W ]. (3.2)

3.2 Setup and challenges

Over the past few years, a few 3He-based STMs which can potentially reach tempera-

tures down to 300mK have been developed [31–33]. Dilution refrigerator based designs,

however, which can reach temperatures well below 100mK, are still rather rare [34–39].

Especially the set-up of UHV-compatible systems is a serious challenge, which was only

recently achieved [38–40]. The technical difficulties in these systems are the vibrational

decoupling of the pumping system, filtering of radio frequency (RF) interferences and

electronic noise, and a limited choice of materials. RF filtering and shielding are very

important [37], as external RF noise can severely limit the energy resolution to an effec-

tive ”electronic temperature” significantly higher than the nominal temperature of the

experiment.

Our millikelvin SI-STM has been developed based on a dilution refrigerator with a high

field magnet (0 − 14T) supplied by Oxford Instruments [41]. The dilution refrigerator

provides a cooling power of Q̇=400µW at 100mK. The design of the insert has been
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modified to allow for a line-of-sight port for the sample transfer. It reaches a base tem-

perature (without the microscope head and support structure) of 7mK at the mixing

chamber as measured by a nuclear orientation thermometer. The design of our home-

built STM head is based on the design by S.H. Pan [31, 42, 43]. Our head is optimized

for high mechanical stiffness and good thermal conductivity by making the main body

out of sapphire [44]. The microscope head is mounted on a copper base plate which

is suspended by gold-coated copper rods from the mixing chamber plate as shown in

Fig. 3.3a and b to place the STM head at the center of the magnet. The triangular

walker prism is clamped between six piezo stacks [45] and hosts the scanner tube with

the STM tip. The sample holder is clamped by an aluminum oxide plate to the main

body. To allow for the sample transfer, the STM head is located 2cm off-center from

the main axis of the magnet (leading to a magnetic field deviating by less than 1% from

the specified field [46]). The STM base plate has a number of slits to avoid eddy current

heating of the base plate while ramping the magnetic field. In order to check the motion

of the walker, the position can be detected by a capacitive distance sensor consisting of

concentric brass cylinders [20].

Walker

Spring

STM body

Piezo

Reference capacitor

Wiring

STM base plate

Mixing plate

Copper rods

Aluminium guide

Sample guide

a) b)

Scanner and

tip (not visible)

Temperature sensor

56 mm

38 mm

354 mm

Figure 3.3: Schematic view of STM assembly below the mixing chamber plate. (a)
and (b) are the computer aided design model and real images, respectively.

Samples can be exchanged by a vertical sample manipulator. For in-situ cleavage of
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samples we have constructed a cleaving stage which simultaneously acts as a radiation

shield when the manipulator is removed. The cleaving stage is mounted on the 4K

plate of the dilution refrigerator, the design is depicted in Fig. 3.4a. The cleaver is

operated by translating a rotation of the manipulator into a movement of the shutter of

the cleaver, which knocks off a rod glued to the sample surface. The construction of the

cleaver prevents uncleaved samples from being inserted into the STM as well as removal

of the manipulator without closing the cleaver shutter.

Upper part

Shutter plate

Rotator

Lower part

Pin

Rectangular -shaped hole

Screw-hole

a)

40 mm26 mm

27 mm

Upper part

Shutter plate

Rotator

Pin

Rectangular -shaped hole

Screw-hole

Lower part

Center part

16mm

b)
20 mm

Figure 3.4: (a) Sample cleaver. The sample cleaver is mounted at the 4K-plate of
the cryostat. It acts at the same time as a radiation shield to block thermal radiation
from room temperature. The cleaving mechanism is operated by the sample transfer
mechanism, allowing for transfer of the sample into the inner vacuum only after cleavage,
(b) Shutter for thermal radiation shielding. The shutter is mounted on the still plate
to block thermal radiation from the 4K-plate from reaching the sample. The shutter is

opened and closed by rotation of the manipulator similar to the cleaver.

To prevent thermal radiation along the line of sight (which, apart from the cleaver,

goes from room temperature to the mixing chamber plate) from heating up the mixing

chamber plate and thus the STM, an additional mechanical shutter is mounted on the

still plate (Fig. 3.4b), setting its temperature to ≈ 600mK. Its functional principle is

similar to that of the sample cleaver, with the difference that by turning a rotational

insert, two shutter plates are moved apart or towards each other. The STM head is

further shielded from thermal radiation by a cylinder attached to an intermediate cold

plate (at ∼ 50mK) to block thermal radiation from the IVC which is at 4K.

Due to the extreme sensitivity of the tunneling current to the tip-sample distance, the

cryostat is mounted on a vibration-isolation table suspended on air springs [47]. All

pumping lines run through vibration isolation consisting of wooden boxes filled with

sand, the still line is additionally decoupled by two bellows. All gas lines and pump-

ing tubes are clamped to the vibration table prior to their connection to the insert.

Environmental RF noise can perturb the tunnel current thus increasing the effective

temperature of the STM. All electric lines entering the insert except for the tunnel cur-

rent go through RF filters at room temperature, which are effective in a frequency range

from 10MHz to 10GHz [48]. The temperature of the mixing chamber is below 10mK
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and the temperature of the STM head below 30mK (TSTM) as measured by calibrated

RuO2 sensors [49]. The STM head is controlled by a commercial DSP controller built

by Soft DB [50] with the open source SPM control software GXSM [51, 52] and both

home-built high-voltage amplifier and piezo motor controller. As a current amplifier, we

use a commercial variable gain amplifier [53].

3.3 First results

I have carried out SI-STM measurements on a NbSe2 single crystal at the base temper-

ature TMXC ≈ 10mK. Afterwards I performed measurements with an aluminum tip and

a Au crystal as a sample, in order to determine the electronic temperature of the STM.

3.3.1 Measurements on NbSe2 single crystal

A mechanically cut Pt-Ir wire was used for the tip, and then cleaned in-situ by field

emission on a gold single crystal at voltages up to 180V applied between the tip and

sample. Figure 3.5a shows a topographic image of an NbSe2 surface, revealing atomic

resolution as well as the known charge density wave order [55]. From the line cut profile

in Fig. 3.5b, the vertical stability of the instrument can be estimated to be better than

5pm.

For the spectroscopy, the tunneling spectra were measured under open feedback loop

conditions. The dI/dV signal were measured using a lock-in amplifier. In Fig. 3.5c I

present the spatially averaged spectra of ∼ 6000 differential conductance spectra taken

over a large area spectroscopic map showing two different gap values. The gaps were

determined by fitting them with the sum of two Dynes gap equations Eq. 2.18. The

size of the large gap ∆1 ≈ 1.2meV and of the small gap ∆2 ≈ 0.4meV have been found,

comparable to previous reports [56].
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Figure 3.5: (a) Atomically resolved topography of a cleaved NbSe2 surface (12 ×
12nm2, V = 90mV and I = 0.5nA) measured at TMXC ≈ 10mK. Besides the surface
atomic structure, a modulation due to formation of a charge density wave can be seen.
(b) Line cut along an atomic row, it can be seen that the residual noise is below 5 pm[54].
(c) Spatially averaged spectra taken on NbSe2 (spectroscopy set-point: V = 90mV,
I = 1nA, lock-in modulation of 100µV, and frequency of 511Hz) at base temperature,

the solid line shows a fit of eq. 2.18 to the data.

3.3.2 Measurements of Aluminum tip on gold sample

To determine the energy resolution of our dilution-refrigerator based SI-STM, I have

performed measurements on a superconductor-vacuum-metal junction, using a piece of

aluminum wire as material for the STM tip and a Au(111) crystal as a sample [57].

Aluminum is a conventional superconductor described well by BCS theory and has a

critical temperature Tc ' 1.2K [34]. The aluminum tip has been cleaned in-situ by field

emission as described above. Measurements have been carried out at TMXC ≈ 10mK. A

modulation in the range of 5− 50µV has been applied to the sample.
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The spectra have been modeled following Bardeen’s theory of tunneling [23], accounting

for thermal broadening due to the Fermi distribution and lock-in broadening [58]. The

tunneling conductance can be expressed as Eq. 2.10. The BCS gap equation for ρAl(E)

is obtained using Eq. 2.15. The broadening due to the lock-in modulation VRMS is

accounted for from the convolution of Eq. 2.10 with a half-circle, applying Eq. 2.12.

The calculated spectrum from the above equations has been fitted to the measured data

using a non-linear least squares algorithm, the free parameters were a proportionality

constant, a constant offset, the gap width ∆, an energy offset (due to a small instru-

mental offset in the bias voltage) and the temperature. In Fig. 3.6a, the fitted spectrum

is plotted together with the measured one and the residuum. A gap size of 188µeV

has been found close to previously measured values (≈ 175 − 190µeV) [33, 34] and a

temperature of ≈ 140mK. This value constitutes an upper limit for the real electronic

temperature. The preparation of the tip on a gold crystal likely leads to a thin gold

layer on the tip apex. Though this gold layer will become superconducting due to the

proximity effect [59], this will introduce a finite density of states in the gap and reduce

the height of the coherence peaks – potentially leading to a higher apparent electronic

temperature. It should also be noted that spectra vary considerably for different tips;

depending on the tip condition, sometimes no superconducting gap is observed at all.

The difference between the temperature of the STM head (TSTM ≈ 30mK) and the elec-

tronic temperature indicates that RF noise still leads to a non-negligible broadening of

the tunneling spectrum - despite careful filtering of all signal lines at room temperature.

Additional filtering at low temperature should allow us to improve our spectroscopic

resolution significantly [37].

In Fig. 3.6b, I display the dI/dV spectra measured as a function of magnetic field with a

lock-in modulation of 20µV. The superconducting gap with coherence peaks at energies

±170µV survives up to a magnetic field between 27.5mT and 30mT, which is almost

three times higher than the critical field of bulk Al (≈ 10mT). This increase in magnetic

field has been observed in previous STM experiments with aluminum and lead tips [34].

This may occur due to the tip apex having a smaller size than the coherence length,

where the superconductivity can survive up to magnetic fields higher than the critical

field of the bulk material [60].

I have also measured the superconducting gap with lock-in modulation applied in the

range of 5 − 50µV, as presented in Fig. 3.6c. It is clearly visible that higher lock-in

modulation broadens the coherence peaks and affects the shape of the superconducting

gap. Calculated spectra according to Eq. 2.10-2.12 are shown in Fig. 3.6d and compare

well to the measured ones.
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Figure 3.6: Tunneling Spectroscopy of a Gold-Vacuum-Aluminum-Junction at
TMXC ≈ 10mK with V = 2mV and I = 3nA (a) Fit of Eq. 2.12 to a spectrum of
the Au-Vacuum-Al junction for a lock-in modulation of 5µV, yielding an electronic
temperature of ≈ 140mK. (b) Tunneling spectroscopy as a function of applied mag-
netic field. The superconducting gap disappears at magnetic fields on the order of
30mT. (c) and (d) tunneling and calculated spectra as a function of lock-in modulation

(frequency: 511Hz).

In conclusion, we have demonstrated successful operation of a dilution-refrigerator based

SI-STM with in situ sample exchange and a base temperature below 10mK.



Chapter 4

Al-Al Josephson junction

When two superconductors are coupled to each other through a weak link (e.g. vacuum

or insulator), a device known as Josephson junction is formed. This device proposed

by Brian Josephson [61], can transfer current (electrons) without any voltage applied.

Josephson tunneling is Cooper pair tunneling between two superconductors separated

by a thin barrier. It is potentially possible to spatially resolve the superconducting order

parameter (SOP) of the sample surface if the SOP of the tip is known, since Cooper

pairs tunnel from similar SOP [62]. In this chapter I discuss about the supercurrent, i.e

the superconducting current flowing without dissipation, which I measured by tunneling

cooper pairs between a superconducting tip and a superconducting sample (S-S). With

this supercurrent, I want to characterize the STM electronics and circuitry, as well as

the temperature. Good reviews on Josephson junctions can be found in e.g.[22, 63].

4.1 Introduction on Josephson coupling

Cooper pair tunneling does not involve excitations and can occur even without bias

across the junction, contrary to quasiparticle tunneling. The wavefunction of an isolated

superconductor is:

ψ =| ψ | exp(iϕ), (4.1)

with phase ϕ. In Josephson junctions, the distance between superconducting electrodes

which is separated by an isulating barrier (e.g. vacuum) will be in the order of few

Ångstroms. Because of this short distance, the wavefunctions of the two superconduct-

ing electrodes can overlap, which allows the Cooper pairs to tunnel. The Josephson

supercurrent which flows at zero bias between the two superconducting electrodes is:

IS = IMax sin(ϕ), (4.2)

24
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where IMax is the critical current, that is the maximum supercurrent that the junction

can possess before switching to the dissipative state, and ϕ = (ϕ2 − ϕ1) is the phase

difference of the wave functions of the two superconducting electrodes. This equation

describes the DC-Josephson junction, as shown in Fig. 4.1. IMax can be calculated by

the Ambegaokar-Baratoff relation [64]:

IMax =
π∆(T)

2eRN
tanh

∆(T)

2kBT
, (4.3)

where RN is the normal state resistance of the junction, e is electron charge, ∆(T) is

the superconducting gap and kBT is the thermal energy, with kB= 86.17 µeV/K, being

the Boltzmann constant and T the temperature of the system. In the low temperature

limit, Eq. 4.3 reduces to

IMax =
π∆(0)

2eRN
. (4.4)

When a voltage V is applied to the Josephson junction, the phase difference ϕ = (ϕ2−ϕ1)

will follow equation:
dϕ

dt
=

2e

~
V (4.5)

resulting in a linear increase of the phase ϕ with time. As a consequence, an oscillating

supercurrent develops across the junction IS = IMax sin[2πνt + ϕ(0)], characterized by

the frequency ν = (2e/h)V . This phenomenon, is known as the AC Josephson effect,

which associates voltage and frequency only through fundamental constants (e and h)

and the value 2e/h has been adopted as frequency-to-voltage conversion. The energy

stored in the junction is given by the integral E=
∫
ISV dt. After substituting the

Josephson relations, the integral results in the equation:

E =
~IMax

2e
(1− cosϕ) = EJ(1− cosϕ), (4.6)

where EJ = ~
2eIMax denotes the Josephson coupling energy. In the low temperature

limit, it can be simply calculated using the relation:

EJ =
RQ∆(0)

2RN
, (4.7)

where RQ = h/(2e)2 ' 6.45 kΩ is the quantum resistance.

In the next section, I will show the Josephson coupling results which we obtained with

an Aluminum coated tip by field emission on a polycrystalline high purity (99.9%)

Aluminum sample.
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Figure 4.1: Josephson tunneling from two superconducting electrodes. ΨL and ΨR

are the left and right pair wavefunctions.

4.2 Data on Al-Al junction

In this section, I will show our Josephson-STM results. The tip and the sample are

both considered the superconducting electrodes, whereas the vacuum is regarded as the

thin insulating barrier. In Fig. 4.2, the schematic of the measurements in this chapter

are shown, where the data are obtained by Pt-Ir tip coated with aluminium after field

emission, on an aluminium sample (Tc,Al= 1.2K ).

After having superconducting tip and sample, the conductance spectra show a different

behavior. If the superconductors are the same material, the quasi-particle excitation

peaks in the tunneling conductance will be at voltage V=±2∆/e. In the case where

the tip and sample do not have the same gap size, the coherence peaks will be found

at V=±(∆1 + ∆2)/e. As it can be seen in Fig. 4.2b, by having double the gap size

of aluminum conductance spectra, the superconducting nature of the tip will also be

confirmed.

An important feature which can be studied in S-S Josephson junctions is the supercur-

rent. Measuring the supercurrent is dependent on the Josephson coupling energy EJ

(Eq. 4.7) and thermal energy kBT. Since all our measurements were taken at base tem-

perature, the thermal energy is constant. The only parameter that can change EJ is RN

(the resistance of the junction). If the junction resistance value has a comparatively high

value ( here RN > 2MΩ), then there is no supercurrent peak in the conductance spectra

(Fig. 4.2b). On the other hand, if the junction resistance value has a low value ( here

RN < 2MΩ), then supercurrent peak in the conductance spectra is observed (Fig. 4.2c).

In our measurements above contact resistance of RN = 2MΩ, the signal to noise ratio

for observing the supercurrent was not sufficient. For Aluminium which has a supercon-

ducting (SC) gap size ∆ ' 0.2 meV, EJ can be estimated to be EJ = 645
RN

meV (Eq. 4.7),

which means that when RN ' 1 MΩ, EJ ' 0.645 µeV, less than kBT ' 2 µeV. Below
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Figure 4.2: (a) Normal tip on superconducting sample, coherence peaks appearing
at V=±∆/e. (b) Superconducting tip on superconducting sample, coherence peaks
appearing at V=±2∆/e. (c) When the tip gets closer to the surface, EJ increases thus

the conductance spectra shows the Josephson supercurrent peak at zero bias.

the contact resistance of 2 MΩ, we expect considerable Josephson coupling, which would

be observed in the conductance spectra as zero bias peak. The height of the zero bias

Josephson peak depends on the contact resistance, which is proportional to the spectro-

scopic set points (RN = Vt/It). The lower RN , results in a higher Josephson coupling

EJ and thus, the zero bias Josephson conductance peak will be higher. As it can be

seen in Fig. 4.3a, the set of data obtained as a function of conductance (GN = 1/RN )

from 0.5 µS to 2.3 µS (∼ 1.9 MΩ to ∼ 435 KΩ) in the range of ±75µV, shows that the

Josephson peak (supercurrent) increases by increasing the setpoint conductance. The

junction resistance cannot be arbitrarily small, and there are two factors restricting the

range of this parameter. First, because of the small junction area, the current flux are

high and the junction resistances below few tens of KΩ will result in the destruction

of the superconductivity in the tip due to high current densities. A second limit on
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Figure 4.3: Data obtained as a function of conductance: (a) dI/dV spectra showing
the Josephson peak as function of Resistance(conductance) in the range of ±75µV . In
the inset a typical spectra shows the Josephson peak and two additional bumps(marked
with red). (b) I − V curves as function of Resistance(conductance) in the range of
±75µV , at zero bias the peak denotes the super current. In the inset a typical curves is
shown, the shoulders are marked. (c) The Josephson coupling energy (EJ) and critical

current (IMax) as a function of conductance.

the resistance is the transition from vacuum tunneling to a point contact regime [65].

Experimentally, we measured at resistances down to ∼ 435 KΩ.

In the next section, I will quantitatively analyze the data with different models, in order

to characterize the STM- circuitry and learn more about Josephson coupling.

4.3 Characterizing the STM circuit

In order to quantitatively analyze the data, we focus on the I-V spectra. In a very

small energy range (±75µV ), supercurrent peak and two smaller shoulders (peaks) in

the vicinity of the Fermi level appear (Fig. 4.3).

Normal-metal STM studies reveal only the quasi-particle excitation spectrum. However,

an STM with a SC tip is a local Josephson probe and can access the SC pair wave

function directly on a length scale smaller than or comparable to the SC coherence
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Figure 4.4: Schematic of the circuits discussed in RCSJ model. (a) Voltage-bias
configuration. (b) Current-bias configuration. The two biasing schemes are equivalent

if Vb = RIb, reproduced from [63]

length ξ. There have been some Josephson STM articles [65–69]. For instance, in the

work done by Naaman et. al in 2001 [65], they used SC Pb-Ag tip on Pb sample and

later on NbSe2 and BSSCO samples [67]. In this thesis I used three different models

to analyze the data. With these three models, I extract the Josephson temperature

as well as components of the Josephson circuit such as environmental impedance and

the capacitance. At the end of the chapter, there is a comparison between the various

models. All the fits in this chapter are obtained with least square fit except the last

model which was fitted with educated guess.

4.3.1 The RCSJ Model

In order to analytically model a Josephson junction in nanometer scale, it is necessary

to consider the circuit and the electromagnetic environment of it. For Josephson-STM,

where the junction is on the order of few nanometers, the capacitance is very small

(on the order of femto Farad), and the charging energy is significant (EC = 2e2/C for

Cooper pairs). In Fig. 4.4, a general scheme of a resistively and capacitively shunted

junction (RCSJ) is shown. In this simple model, the dissipation due to the environment

from the resistance R is assumed to be linear and frequency independent. The two

configurations are equivalent if the relation Vb = RIb is satisfied. The time dependence

of the phase ϕ across the junction can be calculated by equating the bias current Ib to

the total current, and can be written as:

Ib = IMax sinϕ+
V

R
+ C

dV

dt
(Current− bias),

Vb = RIMax sinϕ+ V +RC
dV

dt
(V oltage− bias). (4.8)

By using the second Josephson equation (Eq. 4.5), the second order differential equation

emerges:
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Figure 4.5: Josephson phase dynamics of the washboard potential in the classical
thermal fluctuation regime. Reproduced from [67]

2e

~
Ib =

2e

~
IMax sinϕ+

ϕ̇

R
+ Cϕ̈, (4.9)

where C indicates the capacitance inside the circuit. As long as Ib � IMax, Eq. 4.9

has a constant solution, with ϕ = arcsin(Ib/IMax), for any arbitrary values of C and R.

When Ib > IMax, the junction switches to voltage-bias state, and the Ib − V curve, is

dependent on C and R parameters, having time-dependent solution.

The thermal noise on a Josephson junction, gives rise to Nyquist noise (In) and can be

described in the equation:

< In(t)In(t+ τ) >=
2kBT

R
δ(τ), (4.10)

where δ(τ) is the δ-function, and In is the fluctuating current originating from the noise

in the resistor. In this model, as it can be seen in Fig. 4.5, one can show the dynamics of

the phase ϕ in a Josephson junction by a point particle with mass proportional to C and

position ϕ, moving in a periodic washboardlike potential landscape E(ϕ) = (1−cosϕ)EJ

(Eq. 4.6). In this case if the junction resistances are very high (very shallow potential),

then the motion of the phase is completely stochastic by thermal fluctuations (EJ <

kBT). By reducing the resistance, the phase spends on average more time near the

minima of E(ϕ). This problem was first encountered by Ivanchenko and Zil’berman [70]

in 1969.

In the case when EC � EJ , the capacitance C can be neglected and thus the second

derivative in the phase in differential Eq. 4.9 can be eliminated, and it can be written

as:
2e

~
(Ib + In) =

2e

~
IMax sinϕ+

dϕ

dt

1

R
. (4.11)
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Figure 4.6: Fitting the data with RCSJ model, as in Eq. 6.1.

From equation 4.11, the Cooper pair current in the Josephson junction as a function of

thermal fluctuations can be analytically expressed in the form

I = IMax〈sinϕ〉 = IMax × Im[
I1−iη(α)

I−iη(α)
], (4.12)

where

α =
EJ
kBT

, (4.13)

η =
Ib

IMax
α =

Vb/R

IMax
α, (4.14)

where Im are the modified Bessel functions of the first kind and complex order m. The

larger the ratio α, the steeper would the Josephson supercurrent be, as it approaches to

IMax. With Eq. 4.12, It is possible to fit the data as shown in Fig. 4.6 and derive the

temperature (Tmean = 383± 40 mK) and the resistance (Rmean = 487± 40 Ω).

4.3.1.1 Phase diffusive model

In the limiting case for α � 1 (in Eq. 4.13), a simple analytic form for the I − V

characteristics of the thermally fluctuated Josephson currents can be used [70],

I(V ) = A
V

V 2 + V 2
P

, (4.15)
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A ≡
I2
MaxZEnv

2
, (4.16)

VP = (2e/~)ZEnvkBTn, (4.17)

where VP is the voltage at which the peak in the Josephson current appears. These

equations are valid when the capacitances in the circuit drop out and charging effects

are no longer present [71]. The thermal fluctuations are generated by a resistor ZEnv

at a noise temperature Tn; both of these parameters depend on the experimental setup.

The measured I−V characteristics for Al/I/Al STM Josephson junctions near zero bias

with various RN (GN ) have been fitted to Eq. 4.15 depicted in Fig. 4.7a. There are only

two parameters, A (illustrated in Fig. 4.7b) and VP (shown in Fig. 4.7c). A shows a

parabolic relation by increasing the conductance A = 0.5(π∆/2e)2ZEnvG
2
N , and from

the fit we can derive the ZEnv = 598Ω. VP shows a constant behavior since it is just

proportional to the environmental impedance and the noise temperature. It is also the

bias of the position of the peak in the I − V curve, which is on average 8.54 µV . By

having ZEnv and VP , it is possible to derive Tn from Eq. 4.17 which has the mean value

of 374 mK. From Eq. 4.15 and Eq. 4.7, we can plot all the fitted data as a function of

conductance (GN ) in the equation:

y =
√

(4e/~)A/VP ,

x = GN = 1/RN . (4.18)

This line is expected to have zero intercept and slope of m = π∆/(2e
√
kBTJ) (or

IMaxRN/
√
kBTJ/e). By fitting the set of data with the line from Eq. 4.18 and de-

riving the slope, we can calculate the Josephson temperature (TJ) as shown in Fig. 4.7d.

The Josephson temperature can be regarded as the Cooper pair tunneling temperature,

which is affected by the circuit, similar to the electronic temperature. TJ and Tn are

physically the same but have different mathematical approaches to be obtained. Since

the slope is 0.0548×10−7 V0.5 the Josephson temperature can be calculated with equa-

tion: TJ = 1
4kB

(π∆
m )2, which is equal to 336mK. This value is a bit higher than the

electronic temperature (mentioned in the previous chapter). In this model, the fit is

limited to ±25µV , which is close to the place where there is a shoulder.

The fitted values are very close to the values of the previous model (Fig. 4.8). The

average temperature and resistance in both models are very close to each other. From

these comparisons, we can conclude that in fact the limiting case for α� 1 is valid for

this case.

In order to include the shoulder to the model, we added Lorentzian peak to Eq. 4.15,

which is composed of height (H), width (w), and center of the peak (x0), as shown
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Figure 4.9: (a) Lorentzian fit with Eq. 4.19. (b) The width and (c) The height of the
shoulder obtained from the fit.

in Eq. 4.19. After fitting the data (Fig. 4.9a), we see that for almost all the data,

x0 ' 28 µV , which can indicate that this value (center of the peak, i.e where the

shoulder is located) is a property of the circuit. In fact this bias corresponds to frequency

ω = 2eV/~ ∼ 85 GHz. This frequency can represent the resonance frequency of the

circuit. The resonance frequency is itself dependent on the electronic circuit, the length

of the tip and the environmental noises. The height of the shoulder increases with

increasing the conductance, whereas the width tends to stay constant (Fig. 4.9b,c).

I =
Amp× V
V 2 + V 2

P

+
|W ×H|

(V − |x0|)2 +W 2
− |W ×H|

(V + |x0|)2 +W 2
(4.19)

4.3.2 Quantum fluctuations model (Ingold model)

When the size of the junction is reduced, the quantum effects should be taken into con-

sideration. Ingold et al. [71, 72] developed a model which expresses the formation of



Al-Al Josephson junction 35

the Josephson peak, being independent of the high-frequency behavior of the environ-

ment. In this approach a Hamiltonian describing the influence of the electromagnetic

environment on an ultrasmall Josephson junction has been introduced, and the Cooper-

pair tunneling rate has been derived. By neglecting the quasi-particle excitation, the

Hamiltonian can be written as:

H =
Q2

2C
− EJ cos(ϕ) +

N∑
n=1

[
q2
n

2Cn
+ (

~
e

)2 1

2Ln
(
ϕ

2
− e

h
V t− ϕn)2]. (4.20)

H describes a Josephson junction coupled to environmental modes. The junction is

characterized by a capacitance C, carrying the charge Q, and a coupling term, which

depends on the phase difference ϕ across the junction. Cn and Ln are capacitances and

inductances respectively. The total Cooper pair current can be calculated using the

relation [72]:

I(V ) = 2e[
−→
Γ (V )−

←−
Γ (V )] =

πeE2
J

~
[P (2eV )− P (−2eV )], (4.21)

where
−→
Γ (V ) and

←−
Γ (V ) are the forward and backward tunneling rate and P (E) is the

probability that a Cooper pair emits the energy E to the environment.

In order to derive the probability function P (E), another paper from Ingold et al.[73]

can be taken into consideration,

P (E) = Inh(E) +

∫ +∞

−∞
K(E,ω)P (E − ~ω)dω, (4.22)

Inh(E) =
1

π~
D

D2 + E2/~2
, (4.23)

D = (πkBT/~)× (R/RQ), (4.24)

K(E,ω) =
E/~

D2 + E2/~2
k(ω) +

D

D2 + E2/~2
K(ω). (4.25)

where the inhomogeneity (Inh(E)) corresponds to the P (E) for a purely ohmic envi-

ronment in the limit of near zero junction capacitance and high temperatures. K(E,ω)

is the integral kernel and is a complex function, where K(ω) is the Hilbert transform

of k(ω) (See reference [73] for the complete set of equations). For the case where the

external circuit can be described by a resistance R in series with an inductance L, K

will be a function of ωC = 1/RC (inverse relaxation time) , ωS = 1/
√
LC (resonance

frequency of the undamped circuit) and Q = ωC
ωS

=

√
L/C

R (quality factor). Therefore

by fitting the P(E)-theory model with the data we can derive the components in the

STM circuit (R,C,L). Additionally it is possible to derive the temperature (T ), since it

is related to D (Eq. 4.24).
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Figure 4.10: Fitting with P(E) theory model, as it can be seen the fits cover the
whole data set.

It is now possible to calculate the function P (E) numerically from the integral in

Eq. 4.22, and then I(V ) from Eq. 4.21. The integral equation can be solved by it-

eration starting with the inhomogeneity Inh(E) as first trial function. In Fig. 4.10 the

fits using P(E)-theory can be seen. The fits cover the whole data set, including the peak,

the shoulder and the tails.

By fitting, the mean values are Tmean = 305 ± 140 mk, Rmean = 871 ± 280 Ω. The

capacitances and inductances have the average values of Cmean = 10.55 ± 4 fF and

Lmean = 10.56 ± 3 mH respectively. Additionally, the average charge energy (EC =

2e2/C = 10.29±3 µeV ), which is higher than the thermal energy and Josephson coupling,

making it necessary to be considered in the circuit. The mean values of ωc and ωS are:

ωc,mean = 121± 6 GHz and ωs,mean = 99± 4 GHz.

4.4 Conclusion and summary

In this chapter the Josephson supercurrent and the resonances in the I − V curve on

Al/I/Al junction have been analyzed. The elements of the circuit (capacitance, resis-

tance and inductance), and the Josephson temperature which is related to the circuit

and electronic noises have been derived. In Table. 4.1 a summary of the values derived

from various models can be seen. The noise (Josephson) temperature for all the var-

ious models are consistent and in the same range of ∼ 350mK. This temperature is

related to the electronic temperature when electron pairs (Cooper pairs) tunnel through
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the barrier, and it can be reduced by adding more filters to the circuit to get closer

to the base temperature. The resistance (Zenv) for the first three models are in the

same range ∼ 550 Ω. From these comparisons we can conclude that the assumption for

phase diffusion model is valid, since it is a special case of RCSJ model in the limiting

case where EJ < kBT which holds true for our conditions. In the quantum fluctuations

model, the resistance is higher than the previous cases. This can be explained because

this model considers the environmental impedances with all the frequencies, unlike the

previous models where just the impedance at zero frequency was considered. The reso-

nance frequency which produces the shoulder in the I −V curve, has been derived from

two models (3,4). The values are close to each other ∼ 90 GHz. This value depends

on the electronic circuit, length and the material of the tip. By changing the tip the

resonance frequency can be affected. The capacitance and the inductance of the circuit

can be derived only from the final model. The capacitance is on the order of 10 fF which

makes the capacitance energy significant. In summary all the models are to high extent

consistent with each other. In chapter 8 Josephson STM on BiPd will be discussed.

Table 4.1: Comparison between the fitted values from different models. (PD: phase
diffusion)

Models Tn(mK) TJ(mK) Zenv(Ω) ω(GHz) C(fF ) L(mH)

1- RCSJ 383± 41 n.A 487± 40 n.A n.A n.A
2- PD 374± 40 336± 150 598± 48 n.A n.A n.A

3- PD+Lorentzian 391± 165 341± 150 596± 167 85± 1.5 n.A n.A
4- P(E) theory 305± 142 n.A 872± 281 99± 4.8 10.55± 4 10.56± 3



Chapter 5

Visualizing the magnetic

structure in Fe1+yTe

In order to understand the competition between superconductivity and magnetic order

in iron based superconductors, the non-superconducting parent compound of the iron

chalcogenides, Fe1+yTe, has been studied with spectroscopic imaging STM. Fe1+yTe has

a magnetostructural phase transition at ∼60-70 K, below which it shows a bicollinear

antiferromagnetic order. In this study, I show the low temperature atomic scale imaging

of the magnetic structure of Fe1.07Te and Fe1.15Te in real space obtained by STM. The

magnetic structure images reveal that magnetic order in the monoclinic phase (Fe1.07Te)

has a unidirectional stripe order, whereas in the orthorhombic phase at higher excess

iron concentration (Fe1.15Te ), a transition to a phase with coexistence of magnetic order

in both directions, locally similar to a plaquette order, is observed.

5.1 Iron-chalcogenides

Fe1+yTe is the non-superconducting parent compound of the iron chalcogenide super-

conductors [74], where the phase diagram is shown in Fig. 5.1a. By doping the com-

pound with about 25% selenium, superconductivity emerges. A peculiarity of the case

of Fe1+yTe compared to the non-superconducting parent compounds of the iron-pnictide

superconductors is that the magnetic order does not occur at the dominant nesting vec-

tor of the Fermi surface sheets of the superconducting compound, in the Fe-Fe bond

direction, but rather at 45◦, as is shown in Fig. 5.1 c and d. The complex magnetic

structure of Fe1+yTe was determined by neutron scattering already long before the dis-

covery of superconductivity in iron-based materials [76]. At temperature of around

60K, it shows a magneto-structural phase transition, with the structure changing from

38
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Figure 5.1: (a) Phase diagram of FeSexTe1−x as a function of selenium content . At
the extremes of the phase diagram x=0 and x=1, the material exhibits a monoclinic and
orthorhombic distortion of the crystal lattice, respectively, while at x=0.5 it is tetrago-
nal. Only for pure FeTe magnetic ordering is observed. Reproduced from [74]. (b) The
phase diagram of Fe1+yTe as a function of temperature and excess iron composition
[75]. (c) Schematic illustration of the atomic unit cell (in dashed lines) and magnetic
unit cell (in solid lines) of FeTe. (d) Magnetic unit cell of the parent compound of other
families of iron-based superconductors (such as 122 or 1111 families). There is a 45◦

shift in the spin of iron atoms. Red, green and orange spheres represent Te, Fe and
As atoms respectively. (e) SQUID measurement on our samples(excess iron ranging

between 7 to 10%).



Visualizing the magnetic structure in Fe1+yTe 40

tetragonal to monoclinic. With increasing concentration of excess iron, the transition

temperature is suppressed (Fig. 5.1b) [77, 78]. The magnetic order and phase transition

of Fe1+yTe have been studied by neutron scattering experiments [79, 80] which shows

that at small excess iron concentrations y < 0.11 and at low temperatures the magnetic

moments order with a commensurate wave vector. The magnetic order can be described

by different models: bicollinear spin order at QSDW = (1/2, 0, 1/2) [79, 81, 82] and spin

plaquettes of four nearest neighbor iron atoms [83, 84] (in the following, wave vectors

are refer to the reciprocal lattice of iron atoms). At higher excess iron concentration,

the magnetic order becomes incommensurate and an additional magnetic phase emerges

at the transition from tetragonal to orthorhombic structure [78].

According to density functional theory (DFT) calculations [85], the Fermi surface in

Fe1+yTe does not exhibit electron or hole pockets at (±1,±1) (reciprocal lattice of

iron atom). Therefore, it is unlikely that the driving force towards magnetic order is

nesting like in many of the iron-pnictide compounds. A number of scenarios based on

local moment approaches have been proposed for the origin of magnetism in Fe1+yTe,

dominated by interactions between Fe 3d electrons up to the third nearest neighbor

[82, 84, 86, 87]. Curie-Weiss like behavior of the susceptibility [86] and the large magnetic

moment per iron atom (2.7µB) favor this picture [88]. There are however also approaches

which describe the magnetic order from an itinerant picture [89] or where both, itinerant

and localized states are important [83].

5.2 Results

In this chapter I present an investigation of the electronic properties of Fe1+yTe by our

home-made STM/STS, in order to obtain a microscopic picture. Our data reveal a unidi-

rectional modulation both in STM images and in spectroscopy, which has the same wave

vector as the spin density wave (SDW) order. I discuss the relation of this unidirectional

modulation with the magneto-structural phase transition in Fe1+yTe. Experiments were

performed in two home-built low temperature STMs, one already discussed in this thesis

operating at temperatures down to 10mK [17] and another STM with a base temperature

of 1.8K also in cryogenic vacuum, operated with the assistance of Dr. Singh and MSc.

Aluru. Samples are prepared by in-situ cleaving, and PtIr wire used as STM tip. Bias

voltages are applied to the sample, with the tip at virtual ground. Differential conduc-

tance spectra have been recorded through a lock-in amplifier. Single crystals of Fe1+yTe

were grown by the Bridgman from high purity (4N) materials [90]. We have studied

four samples with different excess iron concentrations of y = 7.6−15% as determined by

Energy-dispersive X-ray spectroscopy analysis. Superconducting quantum interference
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device (SQUID) characterization of the magnetization of the samples shows that for our

samples the magnetostructural phase transition is between 60 and 67K (Fig. 5.1e). The

behavior of the magnetic phase transition as function of excess iron is consistent with

the previously published phase diagram [78].

5.2.1 Unidirectional modulation from topography of Fe1.07Te

Fe1+yTe has a layered crystal structure (Fig. 5.2a) where the iron chalcogenide layers

are only weakly bound by van-der-Waals interactions. The most likely cleavage plane in

Fe1+yTe is in the (001) plane between the tellurium layers.

The superposition of a sketch of the magnetic structure with a topographic image is

shown in Fig. 5.3b. According to DFT calculations done by Dr. Yaresko, the electronic

states at the Te sites are strongly spin-polarized in the vicinity of the Fermi level, with

the direction of the magnetization being in plane and in opposite direction to the spin

of the three equal-spin iron neighbors.

A topographic image of the sample surface with atomic resolution is shown in Fig. 5.2c,

in which the square lattice represents the top layer tellurium atoms. Excess iron atoms

at the surface show up as bright protrusions [91, 92]. The excess iron atoms reside

in hollow sites between tellurium atoms, where recently isosceles triangular electronic

structure around the excess iron atoms have been observed [93]. The Fourier transform of

the topography (Fig. 5.2d) clearly shows the peaks associated with the tellurium lattice

at the surface. The two non-equivalent spots associated with the tellurium lattice at

qaTe = (±1, 0) and qbTe = (0,±1) have noticeably different intensities. A topographic

image in the same position as Fig. 5.2c obtained with a different tip after picking up

excess iron, is shown in Fig. 5.2e. It shows clear stripe-like patterns superimposed to

the tellurium lattice. The Fourier transform of the topography reveals an additional

pair of peaks with half the wave vector compared to the atomic peaks (Fig. 5.2f). The

unidirectional modulation has two major components in the Fourier transform: the first

is a pair of distinct peaks at wave vectors qAFM = (±1/2, 0), the second, which is

also seen with a normal tip, at qCDW = (±1, 0) coincides with the atomic peak of the

tellurium lattice – and is still clearly noticeable by the intensity difference compared to

the other peak related to the Te lattice (qbTe = (0,±1)).
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Figure 5.2: (a) Illustration of the crystal structure of Fe1+yTe. (b) Ball model of the
top-most tellurium and iron atoms with the spin structure determined from neutron
scattering overlayed on a topographic image. Arrows on Te atoms indicate polarization
as obtained from calculations, on iron atoms the local magnetic moment (because the
direction of the magnetization of the tip is unknown, a magnetic structure with all spins
reversed could yield the same contrast). Image taken at T = 30 mK, Vb = 50 mV,
It = 500 pA).(c) Topography of a Fe1+yTe sample, acquired with a tip which shows no
magnetic contrast, excess iron atoms show up as protrusions (Vb = 60 mV, It = 200 pA,
T = 3.8K). (d)Fourier transform of (c) is displayed, showing the peaks associated with
the Te lattice at qa

Te = (±1, 0) and qb
Te = (0,±1). One pair of peaks, marked qCDW

(= qa
Te) shows up with stronger intensity than the other. (e) Topography acquired in the

same place as (c) with a tip which shows magnetic contrast (Vb = 60 mV, It = 200 pA,
T = 3.8K). (f) The Fourier transform of (e), showing beside the peaks due to the Te

lattice, additional ones associated with magnetic order at qAFM = (±1/2, 0).
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Figure 5.3: Symmetry breaking in Fe1+yTe in topographic images. (a) Topographic
image of a twin boundary (14× 14nm2, Vb = 150mV, It = 0.03nA). Stripes on the two
planes are perpendicular with respect to each other. (b) 3D rendering of the topography

in (a) to better visualize the angle between the two domains.

5.2.2 Twin boundaries

Twin boundaries are highly symmetrical interface, often one of the crystals being the

mirror image of the other; also, atoms are shared by the two crystals at regular inter-

vals. This has a much lower-energy interface than the grain boundaries that form when

crystals of arbitrary orientation grow together.

When cooling the sample from room temperature down to 4K at the cleaver stage and

due to the defects existing in the sample, the monoclinic distortion will not be uniform

across the crystal, and as a consequence multiple domains occur. A boundary between

two different domains of the monoclinic distortion is shown in Fig. 5.3a. The tilt angle

between the two surfaces is 1.46◦ (Fig. 5.3b). If the crystallographic c-axis is the same

on both sides of the twin boundary, this would yield β =89.27◦, fairly close to the value

obtained by X-ray diffraction (β =89.21◦ [79]). The direction of the stripes changes at

the domain boundary. The modulation is found consistently over large surface areas and

is never found to switch direction or phase within a domain of the monoclinic distortion

in samples with low excess iron (y < 0.12) — but at a domain boundary the stripes

always switch direction as shown in Fig. 5.3a. The locking between the modulation at

qAFM and the structural distortion suggests that it is related to the magnetostructural

phase transition.

5.2.3 Bias dependence

The appearance of the modulation in topographic images of FeTe has a bias depen-

dence. The contrast of the modulation which we observe reverses around 0mV (compare
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Fig. 5.4a). The amplitude of the modulation is strongest at bias voltages in the range

between 0mV and 100mV (compare Fig. 5.4c). The contrast reversal can also be traced

in spatial maps of the differential conductance (Fig. 5.4b and d). However, the values

derived from spectroscopic maps as well as the intensity of the modulation were strongly

tip dependent. This rules out the idea that the stripe (modulation) originates from a

charge density wave, otherwise the energy dependence in the spectroscopic maps were

consistent and would have all shown similar energy values.

5.2.4 Temperature dependence

While the data at low temperature shows the same periodicity of the magnetic order as

found in neutron scattering, in order to establish its relation to the magneto-structural

phase transition observed in the bulk, we studied its temperature dependence. On

increasing the temperature, the stripe modulation disappeared around a temperature T

of 45 K and was not observed at T > 50 K. A topographic image taken at T = 54 K is

displayed in Fig. 5.5a. The Fourier transform (inset in Fig. 5.5a) shows only the peaks

associated with the Te lattice. To quantify the intensity of the modulation, I used the

ratio ΨAFM = z̃(qAFM)/z̃(qbTe) of the amplitude of the Fourier component at the wave

vector of the magnetic order z̃(qAFM) with the amplitude of the (weaker) atomic peak

z̃(qbTe). Fig. 5.5b shows the temperature dependence of ΨAFM. The trend is consistent

with a mean-field behavior (Eq. 5.1 [94]) with a critical temperature Tc = 45 K (solid

line in Fig. 5.5b).

Ψ(T ) = Ψ0 tanh(
π

2

√
Tc

T
− 1) (5.1)

In Fig. 5.5c, I plot ΨCDW as a measure for the intensity of the peak at qCDW = qaTe as a

function of temperature. The asymmetry of the intensity of the atomic peaks shows the

same temperature dependence as the intensity of the peak at qAFM, therefore it is really

the magnetic order of the sample which is suppressed. The transition temperature in

the bulk (60 − 70 K) is somewhat larger. A possible reason for this is that the surface

iron-tellurium layer has only one neighboring layer as opposed to two in the bulk.

5.2.5 Spatial dependence on spectra

Previous angle resolved photoemission spectroscopy (ARPES) [95] studies and DFT

calculations with bicollinear antiferromagnetic (AFM) spin order [96] have not identified

a true SDW gap. Spectra taken along a line normal to the stripes reveal small position

dependant changes (Fig. 5.6b). Tunneling spectroscopy shows a gap like feature close

to the Fermi energy (compare Fig. 5.6a). However no fully developed gap is observed.
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Figure 5.5: (a) topography recorded at 50 K. Inset shows the Fourier transform of
the topography. The unidirectional modulation is not detected at this temperature
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Figure 5.7: Topography at higher excess iron concentration (y > 0.12). (A)
topography obtained from a sample with high excess iron concentration (y = 0.15),
showing stripe modulation in two directions superimposed (Vb = 100 mV, It = 100 pA,
T = 1.8K). A large part of excess iron has been picked up by the tip, leaving an
almost clean Te-terminated surface. Inset: Fourier transform of the topography showing
peaks associated with magnetic contrast around (±1/2, 0) and (0,±1/2). (B) Filtered
image showing the components associated with magnetic contrast in different colours

to visualize the bidirectional stripe order.

5.2.6 Topography of Fe1.15Te

The magnetic order in Fe1+yTe becomes more complex with increased excess iron con-

tent y [80, 97]. Figure 5.7a shows a topographic image obtained on a sample with higher

excess iron concentration (at y = 0.15). In contrast to measurements taken on samples

with lower excess Fe concentration, the topography reveals stripe-like patterns in both

directions, i.e. at (±1/2, 0) and (0,±1/2) in Fourier space (insert of Fig. 5.7a), coex-

isting in the same domain of the orthorhombic distortion. The image reveals nanoscale

domains of predominantly unidirectional stripes coexisting with regions of bidirectional

patterns. These two-dimensional patterns could be due to a superposition between the

two unidirectional modulations or due to a transition towards a plaquette order, which

has been theoretically predicted to become more important due to quantum fluctuations

as the sample becomes orthorhombic [84]. As can be seen from the real space picture, the

structure is still locally commensurate with the lattice, however, there are phase slips be-

tween different nanoscale domains. This can be more clearly seen from a Fourier-filtered

image where only the Fourier components associated with the modulation contrast are

shown (Figure 5.7b).
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Figure 5.8: FFT of map from -60mV to 60 mV.

5.2.7 Quasi particle interference (QPI)

In Fig. 5.8, the symmetrized fourier transform of the conductance map from -60 mV

to 60 mV can be seen. The bright points indicate qAFM . The intensity of qAFM has

already been shown in Fig. 5.4d. As it can be seen there is a dispersion in the direction

perpendicular to qAFM .

5.2.8 Spectroscopy on excess Fe defects

By comparing the average spectra between the clean areas and places with excess iron

or defect, a clear difference can be seen as shown in Fig. 5.9a. The excess irons have a

higher DOS at the occupied states (negative energies), and thus in the map will look as

bright points. On the other hand, the defects have a lower DOS than the clean area at

the unoccupied states (positive energies), and therefore in the map will look as darker

regions. This is consistent with the STM results published previously in this compound

[92].

In STM topographies the distribution of excess iron atoms appears inhomogeneous on

length scales on the order of ten nanometers (see Fig. 5.9b and c), which in the monoclinic

phase has only negligible influence on the reported modulation. These areas are the

regions where the excess irons deposit on the tip.
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Figure 5.9: Topography showing excess iron inhomogeneities, accompanied
with the stripes.(a) Comparison of the conductance spectra on different positions:
excess iron, clean area and defects from -60mV to 60 mV. (b) Topography of Fe1+yTe
with less excess iron (y = 7%) at 10mK (Vb = 200mV, It = 100pA).(c) Topography of

Fe1+yTe with high excess iron (y = 15%) taken at 1.8K. (Vb = 90mV, It = 300pA)

5.2.9 Magnetic field dependence

In order to verify that the stripe modulation originates from spin-polarized tunneling,

we demonstrated the performed measurements in magnetic field. Fig. 5.10a and b show

topographic images taken at the same location on the surface in magnetic fields of

B = +5T and −5T, respectively. The stripes shift by half the wave length of the

antiferromagnetic order on reversing the direction of the magnetic field. This can be

clearly seen in the line profiles in Fig. 5.10c which have been obtained from Fig. 5.10a

and b along the stripes of the modulation, resulting in a profile of the modulation along

a. The magnetic field dependence of the imaging contrast demonstrates that the stripe

modulation is due to spin-polarized tunneling. Because the sample has only a small

net magnetization, the magnetic field switches the magnetization of the tip only. The

strongest spin polarization is observed in between the tellurium atoms.

The appearance of excess iron atoms shows a strong dependence on the spin-polarization

of the tip, as can be seen from the dashed square in Fig. 5.10a and b. The topographic

height of the excess iron atoms is directly correlated with the apparent height of the
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Figure 5.10: (a) Topography measured at 3.8K at a magnetic field of 5T normal
to the surface, (b) Topography taken in the same place in a magnetic field of −5T
(Vb = 80mV, It = 100pA). Images obtained at zero field before the topography in a
was measured showing the same contrast as the one shown in panel a. The dashed
squares in (a) and (b) show the change in the contrast of the excess iron by reversing
the applied field. (c) Line profile normal to the modulation ( in the solid line in a and

b) showing the change in the modulation with magnetic field.

trough (or crest) between two rows of Tellurium atoms, both switching their apparent

height with field.
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5.2.10 Conclusion and summary

The topographies indicate that the stripes appear at the wave vector of the spin density

wave, and were quite stable and were visible for the majority of the topographies, and

seldom were we able to retrieve the atomic resolution topographies without the modula-

tion. Since X-ray diffraction experiments at 20K [98] did not show the same modulation,

it can be concluded that it is more likely an electronic (charge) or magnetic (spin) effect

than a real structural distortion of the lattice. The possible explanations which can

describe the modulation are either surface reconstruction, charge modulation or spin

polarized measurements. Here I discuss the most favorable explanation.

At the surfaces of some of the iron pnictides (Ca(Fe1−xCox)2As2, Sr1−xKxFe2As2),

strong unidirectional modulations have been observed in STM which have been at-

tributed to a surface reconstruction with the same periodicity as the one we observe

in Fe1+yTe. There are a number of major differences to the case of Fe1+yTe, which

make an interpretation of the unidirectional modulation in terms of a surface recon-

struction rather unlikely: (1) The surface reconstruction observed on Sr1−xKxFe2As2

(or Co-doped BaFe2As2) is usually connected to a Strontium (Barium) layer at the sur-

face which reconstructs [99, 100]; in Fe1+ySexTe1−x there is no such overlayer and no

reconstruction has been reported [101]. (2) The direction of the modulation observed on

the 122-materials due to the surface reconstruction is not constrained by the underlying

crystal structure. Changes in the direction of the modulation are found within a single

domain - unlike our case [102, 103]. (3) the surface reconstruction on Sr1−xKxFe2As2

can be observed at temperatures up to 200K, above the temperature of the structural

phase transition [102].

The next possibility is the charge modulation or a charge density wave. However, ac-

cording to theoretical predictions, a charge density wave (CDW) is induced by antifer-

romagnetic or spin density wave (SDW) order in iron-based superconductors [104], such

that the wave vector of the CDW is twice the wave vector of the magnetic order (i.e.

qCDW = 2qAFM), which rules out this conjecture. Furthermore, supplementary tech-

niques such as X-ray or neutron scattering are able to determine the CDW with different

modulations, which however has never been reported. Additionally, if the assumption

of CDW would be correct, then we would expect to see a CDW gap opening on the

conductance spectra. Our data show no evident gap emerging on the spectra and by

further analysis of the spectra I found that the spectra are strongly tip dependent and

not a property of the sample, since from various spectroscopic maps different values were

obtained, which suggests that the origin of the modulation emerges from the tip. Tem-

perature dependence measurements of the intensity of the modulation further related
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the origin of the stripes to the magnetostructural phase transition as the modulation

vanishes at a temperature close to the SDW phase transition.

The most convincing possibility for explaining the origin of the stripe is that we have

a magnetic tip. We have various evidences which strongly supports this claim : (1)

Initially after putting the sample in the STM at low temperatures, the stripes were

never visible and only after crashing the tip on the surface or by applying high currents

between the tip and the sample were we able to observe the modulation. This is a very

important fact which supports the hypothesis that a cluster of excess iron atoms on

the surface deposit on the tip and result a spin polarized tip, due to the ferromagnetic

behavior of iron. Spin polarized scanning tunneling microscopy measurements have been

previously carried out with magnetic tips on thin films, nanostructures and magnetic

clusters [105]. The Fe cluster on the tip is really stable and does not tend to detach,

since the metallic bond in the tip between Pt− Ir and Fe is stronger than van-der-

Waals bond between Fe1+yTe and Fe. (2) The strongest proof for the claim of spin

polarized measurement are the field dependent topographies. The contrast reversal of

the topographies by reversing the direction of the applied field indicates that we are

detecting spin. Applying a magnetic field should in principle have no effect on the

charge and thus this rules out the assumption of a charge modulation. Applying a

magnetic field in inverse directions would change the spin polarity of the tip, resulting

in contrast reversal due to magnetic structure of the sample.

The picture which emerges from our measurements is that at low excess iron concentra-

tions, the magnetic order is commensurate and locked with the monoclinic distortion of

the lattice. In Heisenberg models incorporating up to the third nearest neighbour, this

has been rationalized by anisotropic coupling between nearest and next-nearest neigh-

bour iron spins [87] or by the influence of orbital ordering on the magnetic couplings [82].

Our observation of a unidirectional stripe-like magnetic order in the monoclinic phase

shows that the monoclinic distortion suppresses bidirectional or plaquette magnetic or-

der at low excess iron concentrations, strongly favouring unidirectional stripe order. As

the lattice constants in the a- and b-direction approach each other with increasing excess

Fe concentration [75, 80], we observe both directions of the magnetic order near (1/2, 0)

and (0, 1/2) coexisting in the same domain of the sample with patches reminiscent of

plaquette order. Further, the magnetic order becomes incommensurate. Incommensu-

rate magnetic order has also been detected in neutron scattering at high excess iron

concentrations, showing a shortening of the wave vector associated with the magnetic

order [80, 97]. In our case the peak associated with the magnetic order spreads away

from the high symmetry direction. As the material still has an orthorhombic distortion,

the two directions will not have the same energetics. This raises interesting questions as

to how the magnetic order sets in as a function of temperature. Neutron scattering has
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shown that there is an additional magnetically ordered phase at higher temperatures in

samples with high excess iron concentration [78, 97].

In summary, we have carried out spin-polarized low temperature STM experiments on

Fe1+yTe crystals with iron concentrations from 7% to 15% to characterize the atomic

scale spin structure by spin-polarized tunneling. We found a commensurate unidirec-

tional stripe modulation at low excess iron concentration, with a transition to coexistence

of the two almost equivalent directions of the stripe order and patches reminiscent of

plaquette order at larger excess iron concentrations.



Chapter 6

Observation of vortices on

CeCu2Si2

“Understanding the origin of superconductivity in highly correlated electron systems

continues to be at the forefront of the unsolved problems of physics” [106]. CeCu2Si2

is the first heavy Fermion superconductor that has been discovered, therefore many

researches and measurements have been carried out on CeCu2Si2. However, the mecha-

nism and the symmetry of the order parameter are still under debate. In this chapter I

present the first scanning tunneling microscopy study on this material with our home-

built dilution refrigerator STM. By in-situ cleaving, a flat crystal surface and stripe

like structure was observed. By measuring conductance spectroscopy, the evolution of

the gap as a function of temperature and magnetic field was probed. Furthermore,

the magnetic vortices were mapped and their dependence on the magnetic field was

investigated. Our findings could provide insight on the symmetry of the order parame-

ter and elucidate the interaction between magnetic excitation and superconductivity in

heavy-fermion superconductors.

6.1 Introduction to Heavy-Fermion compounds

When a magnetic impurity is embedded in a metal, at low temperatures the spin of

conduction electrons tend to screen the local magnetic moment, causing the spins to align

antiparallel with respect to each other. These electron clouds surrounding the impurity

ion act as scattering centers, which results in the increase of resistance of metals below

a certain temperature (known as Kondo temperature TK, e.g. Cu doped with Fe [107]).

This phenomenon referred as Kondo effect is illustrated in Fig. 6.1a. The impurities

give rise to a narrow, localized state electron band in the DOS as a consequence of the

54
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Figure 6.1: (a) A schematic representation of the screening an isolated localized mag-
netic impurity (red) by the delocalized conduction electrons of the metal host (green)
caused by the Kondo effect, reproduced from [109]. (b) Scheme of the density of states
N(E) of a metal with magnetic impurities at low temperatures. The narrow peak comes
from the hybridization of the localized electrons in the inner shells of the magnetic im-
purities with the conduction ones (red), which is superimposed to the density of states
of the conduction electrons of the metal host (green). (c) Schematic of the magnetic
coupling constant J with the distance r to a localized magnetic impurity (RKKY inter-
actions). Its sign fluctuates, producing a ferromagnetic interaction when J > 0 (red)
or an antiferromagnetic one when J < 0 (blue). (d) The ’Doniach phase diagram’[110]
for Kondo-lattice systems: TK, TRKKY and TN as a function for antiferromagnetic
exchange-coupling J (> 0). reproduced from [111]. Note that the J is defined differ-

ently in Fig 6.1c and 6.1d.

localized electrons in the inner shells of the magnetic impurities hybridizing with the

conduction electrons (red), which is superimposed to the wider band coming from the

conduction band of the metal host(green) (Fig. 6.1b [108]).

Materials with periodically arranged local magnetic moments are referred as Kondo lat-

tice. In these materials, the Kondo effect competes with the interaction between the

magnetic impurities in the material, which are mediated by the conduction electrons of

the host metal. This magnetic interaction is known as RKKY interaction [112, 113], and

it depends on the distance between the impurities (decreases with the distance), which

can interact either ferromagnetically or antiferromagnetically (see Fig. 6.1c). The com-

petition between the Kondo effect and the RKKY interactions determine the different

magnetic phases that arise at low temperatures, as shown in Doniach phase diagram
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in Fig. 6.1d. When TK < TRKKY, magnetic order (in most cases antiferromagnetic)

sets in below TN. At large J, where TK > TRKKY, a paramagnetic phase is formed

which shows the signatures of a heavy Fermi liquid. A quantum phase transition be-

tween the magnetically ordered phase and the paramagnetic phase exists at J = Jc in

the zero-temperature limit [111].

Heavy electron metals (heavy fermions) are intermetallic Kondo lattice compounds in

which one of the constituents is a rare-earth or actinide atom, with partially filled 4f -

or 5f - electron shells (such as Ce, U, Yb) [114]. As these materials are cooled down,

some of the f-electrons order spontaneously, mostly antiferromagnetically (AF) and some

become itinerant at low temperatures and thus the electrons showing both localized and

delocalized, i.e. correlated behavior. The hybridization of conduction electrons with the

localized orbitals results in low-energy excitations with a heavy effective mass (∼ 3 orders

of magnitude higher than normal electron mass). This hybridization between f orbitals

and itinerant electrons is extremely sensitive to tuning parameters such as pressure,

magnetic field and chemical dopants can change the phase towards an AF ordered ground

state and in some cases unconventional superconductivity at very low temperatures [115]

(Fig. 6.2a). The main signature of heavy fermions is the high electronic specific heat

coefficient (γ= C/T ), usually γ > 400mJ/mol.K2. The first heavy Fermion compound

was discovered in 1975 [116].

A novel method to study the electronic excitations of correlated electron systems lo-

cally with atomic resolution is spectroscopic-imaging scanning tunneling microscopy (SI-

STM). This technique has been extensively used to study high temperature superconduc-

tors such as Cuprates family [117, 118] and more recently on iron-based superconductors

[119–121] to learn about the mechanism of superconductivity. Furthermore, SI-STM has

been used to study heavy Fermion compounds such as URu2Si2 [109, 122] for analyzing

the hidden order phase, CeCoIn5 for visualizing the heavy fermions [106, 123, 124] and

CeRu2 for visualizing the vortex lattice [125].

6.1.1 Introduction to CeCu2Si2

The first observation of superconductivity in heavy electron metals was made in CeCu2Si2

in 1979 [6], which was quite unexpected. Prior to this discovery it was believed that

local magnetic moments (in this case Cerium), would eliminate conventional s-state (or

singlet) superconductivity by splitting the Cooper pairs. This heavy-fermion super-

conductor is located at ambient pressure very close to an AF quantum critical point

(QCP). CeCu2Si2 crystallizes in the body centered tetragonal structure (Fig. 6.2b),

with a TC ' 600mK and an upper critical field of about 2T. This material has been
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Figure 6.2: (a) Phase diagram of CeCu2Si2 reproduced from [126]. (b) Body centered
tetragonal structure of CeCu2Si2.

extensively studied at low temperature thermodynamic and transport measurements

[127]. Recently magnetic neutron scattering results have been obtained which relate the

superconducting pairing symmetry to spin excitations instead of phonons [126]. Addi-

tionally, angle-resolved resistivity measurements of the upper critical field HC2 revealed

a fourfold oscillation of HC2, suggesting a dxy symmetry of the order parameter [128].

6.1.1.1 Sample preparation and heat-capacity measurements

This project has been a collaboration between our group and MPI-Dresden (S. Seiro,S.

Wirth, G. Geibel and F. Steglich) who prepared the single crystals. CeCu2Si2 single

crystals were grown in Cu self-flux starting from polycrystals of nominal composition

Ce1.1Cu2Si2 and metallic Cu in a 3:2 molar ratio. These products were heated to 1570◦C

in an Al2O3 crucible under Ar atmosphere and cooled down by a Bridgman technique

[129]. The I4/mmm crystal structure was confirmed by x-ray powder diffraction on a

crushed single crystal, yielding lattice parameters a=4.1031 Å and c= 9.9266 Å. The

superconducting transition temperature determined from specific heat measurements

was 0.59K as shown in Fig. 6.3. As these crystals do not present a preferential cleaving

plane, a groove was cut around a perimeter perpendicular to the c axis in order to

facilitate a breaking of the crystal in the ab plane. The sample was cleaved in-situ in

cryogenic vacuum at 4K to avoid surface contamination.
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Figure 6.3: Heat capacity measurements on CeCu2Si2, showing the superconducting
transition temperature at ' 600mK. ( From S. Seiro)

6.2 Results

After several unsuccessful cleaving attempts which resulted into rough surfaces, finally

we were able to cleave the sample with a flat surface. After cleaving the sample at the

4K- Plate the sample was immediately placed in the STM- head. Measurements were

taken at different temperatures ranging from 200mK to 700mK. Conductance spectra

were measured with a lock-in amplifier frequency of 411 Hz and lock-in modulation of

about 40µV. All the spectra were normalized well above the superconducting gap at

300µV to get a good comparison. In the following sections I will present the topography

and the spectroscopic results.

6.2.1 Topography and periodic rows

Initially, a flat region in an area of several hundred nanometers was found (Fig. 6.4a).

If we scan in a smaller area with high resolution we see modulations of atoms with

Picometer corrugation, indicating the atoms (Fig. 6.4b). The line cut as well as the FFT

of the topography can also be seen in Inset of Fig. 6.4b, the distance between the Bragg

peaks corresponds to 1
a=0.25Å

−1
, indicating that the modulations represent the atoms,

which have periodicity, with distance between two neighboring atoms being about 4Å.

However in the perpendicular direction the distance between the rows is not the same,

which indicates that the cleave is not on the (001) plane, but with a plane which has an

angle with respect to (001) plane. This angle can be calculated from the slope of the

topography without performing plane subtraction, which is about α = arctan( 17
150) ' 6◦.
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Figure 6.4: (a) Topography image of about 40×50 nm2, obtained using a setpoint of
100 mV for the bias voltage and 60 pA for the tunneling current. (b) Scanning over
a small area of about 10×10 nm2, images are obtained using a setpoint of 100 mV for
the bias voltage and 80 pA for the tunneling current. Inset: Fast Fourier Transform
(FFT) of the image shows two Bragg peaks indicating periodicity in the topography.
Additionally, the line profile in the inset shows the distance between the atomic rows
in one direction to be on the order of 4 Å. (c) The possible surface termination (1 0

7), which has 6◦ angle with respect to (0 0 1) plane.

Therefore the cleaved plane should obey the equation :

cos 6◦ = (h k l) · (0 0 1)/
√
h2 + k2 + l2 = 0.99 (6.1)

The surface termination which fits well with the equation is (1 0 7), which can be seen

in Fig. 6.4c. This indicates that what we scan on the surface is Si atoms.

6.2.2 Spectroscopy in large energy range and superconducting gap as

a function of temperature

After observing the topography, we took conductance spectra, at large and small energy

ranges. At large energy ranges we expect to see a Fano feature, which can be written as

[130]:
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Figure 6.5: (a) Conductance spectra taken at ±80 mV, fitted with Fano function
(Eq. 6.2) . (b) Superconducting gap as a function of the temperature. The super-
conducting gaps are fitted with Dynes equation (Eq. 2.17). (c) Gap size as function of
temperature extracted from Dynes equation, fitted with a mean field function (Eq. 5.1).
For all of the figures, red points are the data points whereas the black lines are from

the fits.

dI

dV
= G0 +

A

(1 + q2)
×

 [q + (E−ε)
Γ/2 ]2

1 + [ (E−ε)
Γ/2 ]2

 (6.2)

where q (known as the Fano parameter), is the ratio of the electrons tunneling into

real− space many body state or into delocalized momentum− space electrons. Γ is the

hybridization strength between the f electrons (from Ce) and the conduction electrons,

also known as the resonance width, and it is inversely proportional to the effective mass

m∗ of the carriers in the heavy fermion system. ε is the energy of the many body state.

G0 is the conductance at zero bias voltage, A is the amplitude of the dip. The latter

two parameters are dependent on local density of states of the sample. In Fig. 6.5a the

spectra as well as the Fano fit can be seen. The fitted values yield q = 0.89, Γ = 40 mV,

and ε = 20 mV. The Fano function describes how resonances are measured in tunneling

spectroscopy. It results from interferences between two scattering intensities, one due

to scattering within a continuum of states (the background delocalized momentum −
space electrons) and the second due to an excitation of a discrete state (the resonant

real − space many body state electrons). Since CeCu2Si2 is a Kondo lattice, the Fano
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feature would be expected. In other heavy Fermion compounds (e.g. URu2Si2 [109] or

CeCoIn5 [131]) the Fano feature has already been reported.

The most interesting feature about this material is its superconducting behavior, which

can be studied with a milli Kelvin STM. We took conductance spectra at 200mK to

observe the superconducting gap. The gap did not open fully, but just about 25 percent

down. In order to relate the gap with superconductivity, we did series of measurement

to have enough proof. Initially, we took temperature dependent spectra to see how the

gap varies as the temperature rises from 200 mK to its Tc ' 630 mK. In Fig. 6.5b the

spectra as a function of temperature are shown with the red points. As it is shown the gap

vanishes as it reaches the critical temperature, thus an indication that the gap is related

to superconductivity. The fact that the gap does not go to zero at 200 mK, indicates that

there is still some density of states, near the Fermi level. This could be because of the

proximity effect, meaning that on the surface we have normal state, but because of the

proximity to the superconducting bulk, a weak gap arises. The reason why the surface

is not superconducting might be because of the surface termination, depending on the

atoms on the surface (probably Si) superconductivity might vanish. Another reason

could be due to the possible nodes of the gap values on the Fermi surface. Furthermore,

there might be coupling of the magnetic excitations with superconductivity which might

affect the superconducting gap. Furthermore, at each temperature, the density of states

has been fitted with the Dynes equation (Eq. 2.17), as shown with the black lines in

Fig. 6.5b, which match well with the experimental data.

In Fig. 6.5c, the temperature dependence of the superconducting gap can be seen in red

points. ∆ is obtained from the Dynes equation ( 2.17), using a constant Γ = 120 µV.

The value of gap at 200 mK is ∆0 = 90.7 ± 1.35µV, which is equivalent to 1.67 kBT,

which is a bit smaller than the the BCS limit (1.76 kBT). The points are fitted with the

mean field equation (Eq. 5.1), as shown with the black lines.

6.2.3 Field dependence spectra

Another proof of the relation to the superconductivity is the magnetic field dependent

spectra. In Fig. 6.6, the value of zero bias tunneling conductance (ZBTC) as a function of

magnetic field can be seen. As we increase the field the gap vanishes which is equivalent

to increase in value of ZBTC.
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Figure 6.6: ZBTC of the averaged spectra as a function of the magnetic field. As the
field increases the gap tends to disappear.

6.2.3.1 Observation of vortices as a function of field

One of the unique features of spectroscopic imaging-STM is the ability to visualize

the vortex cores. This could be done by taking spatial maps at ZBTC. In type two

superconductors, vortices appear when we are in the range of HC1 <H< HC2. In this

range there would be formation of vortex cores to minimize the internal energy. These

vortices usually arrange themselves in triangular lattice (Abrikosov lattice)[132] due to

repulsive interaction between them, and seldom change to square lattice [133] either by

thermal agitation or quenched disorder. In the vortex there is no superconductivity and

hence no gap, however, in some cases localized states near the Fermi level have been

reported, where a peak emerges.

The ZBTC map were taken at different magnetic fields (0.5, 1, 1.5, 1.6, 1.7 Tesla)

(Fig. 6.7), in the field of view of about 150×150 nm2. The triangular lattice symmetry

is clearly resolved.

6.2.3.2 Average distance between vortices as function of field

As it can be seen from Fig. 6.7, by increasing the magnetic field (B), the number of

vortices (N) in the same area (A) increases. The number of vortices (N) for a specific
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Figure 6.7: (a) ZBTC maps, taken at 0.2 K over a scanning area of 150×150 nm2 as a
function of the magnetic field, B=( 0.5, 1, 1.5, 1.6, 1.7 T). The data have been filtered for
better contrast. The triangular vortex structure is clearly seen. (b) The autocorrelation

of the vortex lattice for better visualizing the triangular lattice symmetry.

magnetic field (B), and an area of (A) can be calculated from the equation:

N =
B.A

Φ0
(6.3)

where Φ0 = h/2e is quantum of magnetic flux for each vortex.

In the case of triangular lattice symmetry, since A=
√

3
2 d

2, the distance between two

neighboring vortices (d) is:

d = (
2√
3

Φ0

B
)
1
2 (6.4)

the distance d is inversely proportional to the square root of the magnetic field B.

In Fig. 6.8 the distance between the vortices as a function of magnetic field is shown.

6.2.3.3 Extraction of coherence length from data and from autocorrelation

of data

Furthermore, by analyzing a single vortex core, we could find out about the coherence

length by analyzing the ZBTC (σ) and how it changes from the center of the vortex core

to the corner. This corresponds to the exponential decay which we expect in vortices

[134].

σ(r, 0) = σ′0 + (1− σ′0)× (1− tanh
|r|
ξ

) (6.5)
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Figure 6.8: Distance between the vortices as a function of magnetic field. The line
is following Eq. 6.4. The difference between the data and the theoretical values can be

attributed to the calibration of the scan piezo, which is has about 10 percent.

Where σ′0 is the value for σ at the center of the vortex and ξ is the coherence length.

After fitting ξ with Eq. 6.5, we get the value of 9.3nm which is consistent with the

previous report [135]. Fig. 6.9a shows the fit to Eq. 6.5. However, as it can be seen near

the center there is a big noise. In order to reduce the noise, it is possible to use the

autocorrelation intensity to obtain the coherence length using:

σ(r, 0) = a + c tanh[
|r|
ξ∗

]2 (6.6)

where a and c are constants. By simulating Eq. 6.5, with an arbitrary coherence length

value it is possible to plot a vortex (which the radius is proportional to the coherence

length). Furthermore, by taking the autocorrelation of Eq. 6.5, we can compare the

ratio of the coherence length values obtained from the map and the autocorrelation of

the map. For that, we have to compare the line profiles from the center to the edge

of the vortex of the two maps and fit them with Eq. 6.5 and Eq. 6.6. From the fits

the coherence lengths are determined. The ratio between the coherence length obtained

from the autocorrelation and the real space image is 1.32. We should consider this ratio

for obtaining the coherence length value from the autocorrelation of the map.

Fig. 6.9b shows the fit to Eq. 6.6, giving ξ∗= 7.99 nm. Therefore, ξ = ξ∗/1.32=6.15 nm.
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Figure 6.9: Evolution of the radial average of the normalized zero bias tunneling
conductance σ(r, 0) at 0.2 K and 1.6 T as a function of the radial distance from the
vortex center r (red points). a) The black line is the fit to Eq. 6.5, which gives ξ= 9.3

nm. b) The black line is the fit to Eq. 6.6, which gives ξ= 6.15 nm.
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From ξ= 9.3nm, taken from the real space map, we can derive the Fermi velocity from

Eq. 6.7, which is equal to 4058 m/s, in agreement with previous studies [128].

vF =
ξ kBTC
~× 0.18

(6.7)
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6.3 Conclusion and summary

In this chapter the superconductivity of CeCu2Si2 has been studied. The superconduct-

ing gap did not open fully and reduced about 25%. Recently, the superconducting gap

of another heavy Fermion compound (CeCoIn5 ) has been measured with STM, which

also did not open fully [106, 124]. Furthermore, the evolution of the superconducting

gap as a function of the temperature and magnetic field has been discussed. The vortex

lattice has been illustrated as a function of magnetic field, where the triangular lattice

is visible at different fields. This is the first imaging of the vortex cores of this material.

From the anisotropy of the vortex lattice the symmetry of the order parameter can be

studied (e.g. [136–138]). Furthermore, vortex lattice phase diagram of heavy fermion

compounds have previously been measured by magnetic neutron scattering and STM

(e.g. CeCoIn5 in [106, 124, 139]) and have shown variations from triangular to square

and rhombic. The measurements of the vortex lattice in CeCu2Si2 is experimentally

more complicated due to the lower Tc and Hc2 of CeCu2Si2 (600 mK and 2T) with

respect to CeCoIn5 (2.2 K and 5T). Our results indicate triangular vortex lattice with

a bit anisotropy as the magnetic field increases shown in Fig. 6.10b. This can be sign of

a d-wave order parameter [140]. The angle dependence of the vortex lattice for different

fields is shown in Fig. 6.10c, where at 1.5T a large increase can be seen.



Chapter 7

Tunneling measurements on

magnetic phases of CeB6

7.1 Introduction

Hexaboride materials have attracted great amount of attention over the last four decades,

due to their intriguing transport and magnetic properties [141]. CeB6 is one of the

hexaborides which is also a heavy fermion material. The electronic states near the Fermi

level of CeB6 are composed of localized cerium-4f levels hybridized with itinerant cerium-

5d and boron-2p electrons [142]. Its resistivity possesses a Kondo-like minimum near

150 K, and shows semiconducting, paramagnetic (PM) behavior down to approximately

3 K [143]. At 2.3 and 3.2 K and at zero field, antiferromagnetic (AFM) and quadrupolar

(AFQ) ordering occur, respectively, as shown in Fig. 7.1a and the resistivity is metallic

at the lowest temperatures [144, 145].

As can be seen the magnetic phase diagram has an anisotropic behavior, meaning that

the orientation of the crystal is determinant on its property. CeB6 has a cubic structure,

as it can be seen in Fig. 7.1b. The rich magnetic phase diagram of this material suggests

that there might be change in the conductance spectra as the phase varies either by

applying a magnetic field or changing the temperature. Recently, inelastic neutron scat-

tering revealed a resonant magnetic excitation mode [147]. Point contact measurements

have been carried out as a function of temperature and magnetic field [148, 149], which

have shown good agreement with the temperature dependence and field dependence of

the bulk resistivity.
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Figure 7.1: (a) The magnetic phase diagram of CeB6 at low temperatures with three
different orientations, indicating the anisotropic nature of the crystal. At zero field
TN= 2.3 K and TQ= 3.2 K. The figure is reproduced from [146]. (b) The crystal

structure of CeB6 showing a cubic lattice structure.

Planar tunneling junction measurements have indicated a small, asymmetric gap ap-

pearing at approximately 45 mV; however, the measurements were carried out at tem-

peratures between 13 K to 53 K [150].

In this work the first STM measurements on CeB6 has been performed and the temper-

ature as well as field dependence measurements have been carried out.

7.2 STM measurements

7.2.1 Topography

The crystals were obtained from D. Inosov from Max-Planck-Institute for solid state

research in Stuttgart. The crystals were oriented in (100) orientation, where it is the

easy cleave orientation. After successfully cleaving the sample I was able to see step

edges in large area of 90×90 nm2, as shown in Fig. 7.2a. If we take a high resolution

topography on the dashed circle of Fig. 7.2a, we see the atoms in an area of 20×14 nm2

and 3.5×3.5 nm2 in Fig. 7.2b and c respectively. The FFT of the topography showing

the atomic peaks in the reciprocal space can be seen in Fig. 7.2d. The quality of the

topography is strongly tip dependent and with a blunt tip we were not able to observe

the atoms.

7.2.2 Temperature dependence of spectra

In the range of ±20 mV, the conductance spectra taken at the temperature of 100 mK

shows an anisotropic kink, shown in Fig. 7.3a. In order to see how the spectra changes
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a) b)

d)c)

Figure 7.2: (a) Topographic image of CeB6 step edges in an area of 90×90 nm2.
Setpoints: Vb=80 mV, It=0.1 nA, taken at T=8.5K. (b) The topography of the dashed
rectangle in (a) shown with higher resolution in an area of 20×14 nm2. Setpoints:
Vb=100 mV, It=0.1 nA. (c) The atomic resolution topography in an area of 3.5×3.5

nm2. (d) FFT of the topography showing the atomic peaks.
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Figure 7.3: (a) Conductance spectra taken in the range of ±20 mV, taken at 100 mK.
(b) Conductance spectra taken in the range of ±150 mV as a function of temperature

from 7 K to 1 K, with the Fano fits (Eq. 6.2). Offset in y axis is used for clarity.

with different phases I measured the conductance spectra as a function of temperature

in the range of ±150 mV, as shown in Fig. 7.3b.

These curves have been fitted with the Fano function (Eq. 6.2), with the resonance being

centered at ε = 0.

The resonance width, Γ, has the average value of 41.6 ± 14.9 (mV) for the measured

temperatures. This value is consistent with the planar junction measurements [150],

which has been reported to be approximately 45 mV.
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Figure 7.4: (a) Topography of the map showing the step edges, at an area of 35 × 35
nm2 with 200×200 pixels. (b) Average spectra of the map (from 40000 spectra) with
the Fano fit. The map has been taken at 8 K (PM phase). (c) Spatial map of Γ, the
color scale can be seen. (d) Spatial map of q. (e) Histogram of Γ, for each different Γ
value, the percentage of occurrences is obtained, the majority of the values are below

30mV. (f) Histogram of q, showing the percentage of occurrences.
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Figure 7.5: Conductance spectra taken in the range of ±4 mV as a function of
magnetic field from 0 Tesla to 3 Tesla at base temperature.

In order to see the spatial inhomogeneity in the DOS, a spectroscopic map near a step

edge was taken as shown in Fig. 7.4. The map was taken at 8K, which implies that

we are in the PM phase. The average spectra of the map has been fitted with Fano

function (Eq. 6.2) as shown in Fig. 7.4b, and has G0= 0.8, Γ =20 mV, and q= 0.05.

Furthermore, by fitting the spectra for each pixel of the map with Fano function, it is

possible to spatially derive the Fano parameters values (seen in Fig. 7.4c, and Fig. 7.4d

for Γ and q respectively). The histograms of Γ and q can be seen in Fig. 7.4e and

Fig. 7.4f respectively. The Γ and q maps do not show a drastic change near the step

edge, suggesting that the step edge does not affect the Fano resonance.

7.2.3 Field dependence spectra

In order to see how the conductance spectra varies as function of the magnetic field, we

applied fields from 0 Tesla to 3 Tesla with 1 Tesla steps in the range of ±4 mV, as shown

in Fig. 7.5, all measurements were done at base temperature. By ramping the field from

0 T to 3 T at 10 mK, there is phase transition first from AFM to SDW , and then from

SDW to PM.
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As can be seen, there is a formation of gap at the AFM phase (at 0 Tesla), and as the field

increases the gap tends to reduce. Since the crystal orientation is (1 0 0), the magnetic

phase at 1 T and 2 T are the same (as seen in Fig. 7.1) and thus the spectra look quite

similar; however, at 3 T the phase changes to PM and thus the gap diminishes. The

observation of the AFM gap is consistent with the point contact measurements which

had been done already in 1985 [149], where at the AFM phase, a gap with the size of 2

mV appears and closes as the temperature is raised and the phase changes to AFQ and

eventually to PM.

7.3 Summary and conclusion

The intriguing magnetic phase of the crystal makes this material an exciting candidate

for STM measurements. We have performed measurements on atomically flat CeB6

surface on the (100) orientation, where we have seen atomically flat surface. We have

done spectroscopic measurements as a function of temperature and magnetic field to

analyze how the conductance spectra changes for various magnetic phases.

The thermal evolutions were fitted with the Fano function, where we observed resonance

width on the order of 41.6 ± 14.9 meV, and an unusual reduction of the dip when the

phase changes from PM to AFQ as the temperature is reduced; where the usual behavior

was a deepening of the dip by reduction of temperature.

Finally, the field dependent measurements at ±4mV show a gap closing as the field

increases. The gap is dependent on the magnetic phase of the crystal.



Chapter 8

Superconducting gap and vortex

core on BiPd

Non-centrosymmetric superconductors are one class of materials in which triplet-pairing

of the Cooper pairs can be realized. In this chapter, I study the superconductivity of the

α-BiPd, a material which has recently attracted a lot of attention as a possible candidate

for superconductivity with a triplet component. Only one superconducting gap with ∆ '
0.6 meV has been observed. The temperature and magnetic field dependence of the gap

is studied and found consistent with BCS theory with a single s-wave gap. Furthermore,

a single vortex core with the bound state at the zero bias conductance has been detected.

Eventually, the Josephson supercurrent between the BiPd sample and tip coated with

BiPd has been measured.

8.1 Introduction

Superconductivity requires formation of a quantum condensate state by pairing conduc-

tion electrons, known as Cooper pair. The pair can be in a state of either total spin

S=0 (spin-singlet) or S=1 (spin-triplet). In Fig. 8.1 the conventional classification of

symmetry of Cooper pair can be seen. The antisymmetric spin-singlet state is associated

with a symmetric orbital wave function (even parity) with orbital angular momentum

L=0 (s-wave, e.g. Conventional BCS superconductors in Fig. 8.1a) or L=2 (d-wave,

e.g. cuprates in Fig. 8.1b). The symmetric spin-triplet state is accompanied by an

antisymmetric orbital wave function (odd parity) with orbital angular momentum L=1

(p-wave, e.g. 3He, Sr2RuO4 in Fig. 8.1c) [151].
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Figure 8.1: Conventional classification of symmetry of Cooper pair (a) an s-wave
superconductor (e.g. BCS superconductor) showing an spin-singlet Cooper pair, with
an even parity. (b) a d-wave superconductor (e.g. Cuprate) showing an spin-singlet
Cooper pair, with an even parity. (c) a p-wave superconductor (e.g. 3He, Sr2RuO4,

and NCS) showing an spin-triplet Cooper pair, with an odd parity.

An important group of materials, which show p-wave order parameter are Noncen-

trosymmetric (NCS) superconductors. NCS are materials which the crystal lattice has

no inversion center. These materials gained a high focus for research after the discovery

of the heavy fermion NCS CePt3Si [152].

In a centrosymmetric superconductor, the wave functions of the Cooper pairs have to

be even under inversion, unlike for a non-centrosymmetric superconductor. Therefore,

the wave function of the Cooper pairs is allowed to also have a triplet component. In

combination with Rashba spin-orbit coupling, the lack of inversion symmetry lifts the

spin-degeneracy of the band structure. Since the spin-orbit coupling depends on the

square of the atomic number (Z) of the elements involved, the presence of Bi (Z=83)

is expected to result in a large spin-orbit coupling in this material [153]. Spin-triplet

superconductivity has a number of interesting physical properties, specifically there are

predictions for Majorana bound states to exist in the vortex cores of a spin-triplet

superconductor [154, 155]. There are many non-centrosymmetric compounds in which

superconductivity has been detected, such as BaPtSi3 [156], Li2Pt3B [157], etc. However,

it has been difficult to clearly identify signatures of triplet pairing.

Here I demonstrate the results obtained from the superconductivity of α-BiPd, mainly by

low temperature STM/STS. Non-centrosymmetric superconductivity in α-BiPd has been

established already 60 years ago [158] and has recently been rediscovered [159, 160]. Thus

the identification of this material as a noncentrosymmetric superconductor predates

BCS theory, and it was not realized that NCSC was special until the discovery of an

anomalously high Hc2 in CePt3Si [152], 50 years later. While in α-BiPd, local point

contact experiments appear to yield multi-gap behavior and a zero bias peak at the
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conductance spectra [153], nuclear quadrupolar resonance (NQR) rather points to a

single gap behavior [160].

With the aid of STM, it is possible to image the atoms and defects and determine the

plane termination. Additionally, with STS we can study the superconducting properties

of BiPd, including the type of gap, field and temperature dependence of the gap, and

even imaging the vortex core.

8.2 Results

8.2.1 Physical characterization of the crystal

Bi: 49.1  %
Pd: 50.9 %
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Figure 8.2: (a) The illustration of the crystal lattice structure of α-BiPd .(b) The SEM
image of BiPd crystal together with EDX analysis. (c) Squid measurement determining
the Hc2 of the crystal to be ∼ 40mT (d) Squid measurements determining the TC '

3.7K .

Samples have been grown by D. Peets in the Max-Planck-Institute for Solid State Re-

search in Stuttgart. The crystals were characterized by X-ray diffraction to confirm the
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crystal structure to be monoclinic. An illustration of the crystal lattice of α-BiPd is

shown in Fig. 8.2a. By EDX the element composition has been confirmed, as shown

in Fig. 8.2b . The superconducting transition temperature has been detected both in

SQUID magnetometry as well as transport experiments. We find a TC of 3.7K and an

Hc2 of 40mT, as depicted in Fig. 8.2c,d.

The upper critical field, Hc2, is an order of magnitude lower than the previously reported

crystal [159], this can be due to different possible phases in the crystal or different

elemental composition. Further supplementary measurements can elucidate the reason.

8.2.2 STM measurements

8.2.2.1 Topography

The α-BiPd sample is cleaved perpendicular to the b axis. In the topography steps with

different heights are observed on the sample surface.

100nm

100nm

a) b)

c)

Figure 8.3: (a) Large STM topography of the α-BiPd surface. 100x100 nm2. Setpoint:
Vb=60 mV, I=100 pA. (b) Atomic resolutions image of the surface type A, 10x10 nm2.

Setpoint: Vb=10 mV, I=100 pA. (c) The FFT of the topography image.

A topographic image is shown in Fig. 8.3a, where different step edges are visible. The

smallest step height is about 2.5Å, which is quarter of the lattice constant in the b
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axis direction [159]. We have observed two different types of terminations which have a

height difference of about 1Å. An atomic resolution topography of the surface is shown

in Fig. 8.3b. We can see that the lattice is distorted from the square lattice, which can

be easily seen in the Fourier transformed image of the topography (Fig. 8.3c). Beside

the lattice distortion there are also some extra modulations, which can be explained due

to the lattice distortion in b axis direction.

8.2.2.2 Tunneling spectra

A typical conductance spectrum around the Fermi energy in the area with atomic reso-

lution (Fig. 8.3b) is shown in Fig. 8.4. The spectrum is taken at the base temperature.

The spectrum reveals only one superconducting gap. A fit of the spectrum with a

simple isotropic s-wave order parameter gives a good description of the data (Eq. 2.10

[27]). From the fitting we get that the gap value ∆ is about 0.6 meV, the electronic

temperature around 140mK and broadening of about 6 µV .
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Figure 8.4: Conductance spectrum taken at base temperature. The spectrum is fitted
with a simple Dynes formula with thermal broadening as discussed in the text.



Superconducting gap and vortex core on BiPd 78

8.2.2.3 Temperature dependence

In order to study the gap variation as function of temperature, we carried out series of

measurements by recording the spectra as function of temperature. In Fig. 8.5a the

spectra are shown, and the gap tends to vanish as the temperature approaches TC =

3.55 K. The spectra were fitted with Dynes equation to derive the gap size, and fitted

with BCS like (mean filed) function plotted in Fig. 8.5b. Broadening increases by raising

the temperature shown in Fig. 8.5c.
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Figure 8.5: (a) Temperature dependence of the conductance spectra. By increasing
the temperature the gap becomes weaker. (b) The gap size as a function of temperature.
The solid line is the BCS like (mean field) fit, which gives a TC=3.55K. (c) The life-
time broadening as function of temperature extracted from the fit. By increasing the

temperature, Γ increases.

The temperature dependence of the superconducting gap shows its disappearance at

about 3.55K. This value is consistent with the critical temperature extracted from

SQUID and transport measurements. If we take this value as the critical temperature

TC, it gives 2∆ ' 3.93 kBTc, which is slightly larger than the BCS prediction of 3.5 kBTC.
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8.2.2.4 Magnetic field dependence

By applying a magnetic field along the b axis, we studied the evolution of the conduc-

tance spectra. The spectra are taken at the same location on the sample. The spectra

have been fitted using Dynes equation as discussed before in Eq. 2.18 (for n=1). The

dependence of the superconducting gap as a function of the magnetic field is shown in

Fig. 8.6a. The contour plot shown in Fig. 8.6b depicts the intensity of the conductance

spectra, showing the gap vanishing around 60 mT.
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Figure 8.6: (a) Conductance spectra taken as a function of magnetic field applied
parallel to the b axis. All spectra are taken at same position at base temperature. (b)
The contour plot of the conductance spectra of as a function of magnetic field. (c)
Gap size as a function of magnetic field, fitted with ∆(H) = ∆(0)(1 − (H/Hc2)2) as

described in the text.

The superconducting gap as a function of magnetic field is fitted with equation ∆(H) =

∆(0)(1−(H/Hc)
2) [161]. From the fitting we get the upper critical field value 74 mT, as

shown in Fig. 8.6c. The value is on the same order of magnitude as the value measured

from transport and SQUID (40 mT) shown in Fig. 8.2c. From the graph we can see that

some data points deviate from the fitting. This is because when we increase magnetic

field, occasionally magnetic vortex core move into the regions where the spectra are taken

indicating that Hc1 is about 15 mT. If we assume the vortex lattice is close packed, from

the upper critical field Hc2 = Φ0/2πξ
2
0 , we can get the coherence length ξ0 about 65 nm.
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Furthermore, a conductance map has been taken in the vicinity of step edges at base

temperature with a finite magnetic field (about 10 mT). The topography can be seen in

Fig. 8.7a, in which four different planes can be seen (A-D). The topography covers an

area of 150×150 nm2. The line profile across the step edges is shown in Fig. 8.7b. The

height difference between each of the terraces is about 5 Å. The average conductance

spectra for different step edges are shown in Fig. 8.7c. These spectra were averaged

from the full region in each of the planes (from A to D). As it can be seen the gaps are

suppressed with respect to BCS limit, and there is a clear difference of the average spectra

for different regions (especially regions A and C). In region ’C’ the gap clearly resembles

a V-shape unconventional SC gap, with a weaker coherence peaks. This difference in

SC gap can be as a result of the residual magnetic field which forms a vortex core and

thus suppresses the superconducting gap depending on the distance to the vortex core.
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Figure 8.7: (a) Topography of plane with different step edges, the planes are indicated
in the image from A to D. The area is 150×150 nm2. (b) The line profile of the line
shown in (a); the different planes can be seen. (c) The average spectra on each of the

planes.
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8.2.2.5 Vortex core

Since α-BiPd is a type II superconductor, it can host magnetic vortices when we ramp

the field 15 mT <H <60 mT. By taking a spectroscopic map in an area of 100×100

nm2 which was between step edges (topography shown in Fig. 8.8a), we have observed

a vortex core from the ZBTC spatial map shown in Fig. 8.8b, which reveals a clear,

rather broad bound state at the Fermi level. As can be seen from the map and spectra

taken as a function of distance from the vortex core (Fig. 8.8 (c) and (d) for parallel and

perpendicular to the axis of the vortex), the bound state is localized within ≈ 60nm.

This characteristic length scale gives a measure for the coherence length ξ0, which is

consistent with what we estimate from the upper critical field Hc2. The fact that the

vortex was found near the step edge can indicate that it had been pinned to it.
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Figure 8.8: Single magnetic vortex core. (a) The topography of the surface where the
vortex has been observed, the step edges can be seen.(b) The zero energy conductance
of the vortex core in an area of 100×100 nm2. The vortex locates at the up right corner
of the map. (c) The conductance spectrum line profile across the vortex core. Spectra
are taken following the black line in (b). The bound state in the vortex core can be
seen. (d) The conductance spectrum line profile perpendicular to the axis of the vortex.

Spectra are taken following the red line in (b).

The bound state in the vortex core can be attributed Caroli-de Gennes-Matricon (CdGM)

bound states [162] which can be explained due to Andreev reflection, where there is an

interface between the normal (N) (vortex) state and the superconducting (S) state. In

that case when the electron (hole) tunnels from the vortex (N) to the (S), it forms a

Cooper pair in the (S) with the retroreflection of a hole (electron) of opposite spin and
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momentum to the incident electron (hole). The quasiparticles with same spins interfere

constructively, and a peak in the DOS will be observed. To distinguish potential zero-

energy Majorana modes from ordinary CdGM states with finite energy, a resolution on

the order of ∆2/EF ∼ 0.1µeV ≈ 1 mK is required, which is beyond the resolution of

any STM up to now.

8.2.2.6 Measurements with superconducting tips

As it has already been discussed in chapter 4, Josephson junction can be studied when

Cooper pairs tunnel between two superconductors. During our measurements on BiPd,

the tip was coated with BiPd and transformed to a superconductor. However, we ob-

served two different superconducting tips, presumably depending on the size of the

cluster of BiPd which coated the tip. In Fig. 8.9a the comparison between the two

different superconducting tips and the normal tip can be seen. All the three spectra

were taken with the same set points (Vb=10 mV, I=2 nA) which results in junction

resistance of RN = 5MΩ. In the case of superconducting tip1 (black line), the gap

size doubles with respect to the normal tip (red points), i.e. ∆tip1 = ∆sample, therefore

∆tip1 + ∆sample = 2∆sample. On the other hand, for the case of superconducting tip2

(blue line), we observe formation of two distinct gaps.

This can be explained when ∆tip2 6= ∆sample and as a result we see subharmonic gap

structures (SGS), originating from multiple Andreev reflections (MAR). The SGS have

been observed in junctions between superconductors as conductance peaks appearing at

bias voltages V= (∆tip2 + ∆sample)/n with n = 1,2,3,... [163]. ∆tip2 + ∆sample = 1 mV ,

∆tip2, ∆sample. Since the gap values (∆tip2 and ∆sample) are close to each other, what we

observe is 0.5(∆tip2 + ∆sample). Hence, the value of ∆tip2 ≈ 0.4 mV, where ∆sample=

0.6mV. The coherence peak with tip1 is very sharp and clear and much higher than

what is expected in an N-S junction with a normal tip, which is what we expect from

a superconducting tip. However, the coherence peaks in tip2 does not rise higher than

the normal tip, which might be because of the structure of the tip and how it couples

to the sample, which reduces quasiparticle tunneling.

This observation with two gaps is consistent with the already observed double gap in

the point contact measurement [153], however they have seen different values of gap for

different crystal axes.

With superconducting tip1 (black line), magnetic field dependence measurements were

conducted to observe the changes of the superconducting gap of the tip1. The spectra

are shown in Fig. 8.9b, and as it can be seen the upper critical field is larger than

1.5T. This has already been observed with Al tip in chapter 3, that if the tip apex is
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Figure 8.9: (a) The superconducting gap with two different superconducting tips. All
three spectra were taken with same setpoints. Vb=10 mV, I=2 nA ; RN = 5MΩ. All
data have been taken at 20 mK. (b) The superconducting gap with tip1 as function of
magnetic field. (c) Data (obtained with tip2) and fits of the supercurrent with phase

diffusion model for different resistances. The fitting range is from dip to peak.

smaller than the coherence length, the superconductivity can survive magnetic fields

higher than the critical field of the bulk material. This can explain one reason why

previous measurements have shown higher upper critical field (0.8 T) which might be

due to the size of the crystal which had been used for their measurements (if they have

measured a really tiny piece).

In order to measure the supercurrent, we have carried measurements with tip2 by ap-

plying low tunneling resistance (in the range of few KΩ). In Fig. 8.9c the data and

the fit with phase diffusion model already discussed in chapter 3 can be seen. From the

fits we have derived TJ= 2.29± 0.217 K, and Rmean= 322 ± 42Ω. Furthermore, unlike

Al- Josephson (in chapter 3) we observe no resonances (shoulders) in the spectra. The

Josephson tunneling is more complicated than the quasi-particle tunneling since it is de-

pendent on the electromagnetic environment of the circuit, on the surface roughness and

the tip and therefore for different measurements (meaning different tips and different

samples), distinct TJ will be expected.
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8.3 Summary and Discussion

Our results give a picture of the superconductivity in α-BiPd well consistent with the

expectations for a standard type-II BCS superconductor with a single s-wave order pa-

rameter with negligible admixture of spin-triplet pairing. This is consistent with the

nuclear quadrupolar resonance (NQR) measurements [160], which also show single gap

behavior though with a slightly smaller gap size than what we find. Our results are

in disagreement with the conclusions acquired by point-contact spectroscopy measure-

ments [153], where zero-bias anomalies were observed and interpreted as a signature of

unconventional superconductivity. In order to reconcile these two opposing findings, the

impurity effects and the structure and form of the point-contact need to be taken into

consideration. It is also probable that the point-contact measurements probe in-gap

states at crystal faces different from the (010) surface, which are not accessible in our

STM measurements. Furthermore, the differences concerning the upper critical field

HC2 from the point-contact spectroscopy measurements (between ∼ 0.8T [153, 159] and

60 mT) can be explained due to the difference in the size of the cluster of crystal be-

ing measured, as we have observed upper critical fields of up to 1.5 T with cluster of

BiPd coating the apex (Fig. 8.9b). Squid measurements confirmed the 60 mT upper

critical field. Moreover, a vortex has been imaged by the spectroscopic map at zero bias

by applying a magnetic field of ∼ 20 mT. The spectra showed a peak (bound state),

due to the Andreev reflection. Finally, with a superconducting tip (BiPd coated on

the tip), Josephson supercurrent between BiPd-BiPd junction has been measured. The

measurements indicated a difference to the Al-Al junction, due to the difference of tips,

electromagnetic environment, sample roughness. As an outlook, studying the spin-orbit

coupling effect can be performed. Due to the large atomic spin-orbit interaction of the

heavy element Bi results in a Rashba-like spin splitting of the bulk bands. Scanning

tunneling spectroscopy measurements can reveal density of states at the (010) surface

of BiPd single crystal, which can be compared with band structure calculations as well

as ARPES measurements.



Chapter 9

Conclusion and summary

Studying superconductors which belong to the family of strongly correlated electron

materials is a promising approach for expanding the understanding in the field of su-

perconductivity; however, the electrons in these materials have dual local and itinerant

behavior, which makes its experimental investigation challenging. SI-STM is an ideal

tool to detect the electronic excitations in real and reciprocal space.

In this work, I have used SI-STM to investigate strongly correlated electron materials.

Initially, prior to performing the presented experiments, I assisted to construct and

setup a new STM operating at milli Kelvin temperatures, which has been optimized

for spectroscopic imaging functionality [17]. The STM scan head made of sapphire, is

anchored to the lowest part of a dilution refrigerator, with continuous circulation of

3He-4He mixture. The measurements can be performed at a base temperature of ∼ 10

mK, and in magnetic fields of up to 14T.

Once the new instrument was successfully tested, first measurements were taken on

NbSe2 and Aluminum; the former to image the atomic resolution topography in order

to calibrate the piezo scanner and the latter to determine the energy resolution by fitting

the superconducting gap of Al with the BCS function accounting thermal broadening.

Consequently, with an Al coated tip on an Al sample I measured the Josephson su-

percurrent, from which it is possible to determine the Josephson temperature, circuit

resistance, capacitance and inductance. The supercurrent has been fitted with various

models, and all of them were consistent. Josephson supercurrent is strongly affected by

the size of the tip, electromagnetic environment of the tip and sample, roughness of the

surface, etc. As an outlook, it would be intriguing to measure the Josephson supercur-

rent to determine the superconducting order parameter (SOP) of the sample, if that of

the tip is known, since it enables phase sensitive measurements.
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Furthermore, SI-STM studies were conducted on several correlated electron materials,

the results of which are described in the body of this thesis.

Magnetic order in strongly correlated electron materials is usually acquired by neutron

scattering, where magnetic scattering peaks shows up. Real space imaging of magnetic

order is possible with spin-polarized scanning tunneling microscopy (SP-STM), which

has been used extensively to study magnetic properties of thin films, nanostructures

and magnetic clusters [105]. Despite its potential, especially for imaging the transition

from the magnetically ordered parent compound to the superconducting state, charac-

terization of atomic scale magnetic structure in strongly correlated electron materials

and, in particular, materials relevant for high temperature superconductivity has not

been achieved so far by SP-STM. Due to the layered structure of Fe1+yTe, electronic

properties and magnetism are quasi two-dimensional [164], making it ideally suited for

a study by SP-STM. The results by imaging the topography with SP-tip, indicate a

transition from unidirectional stripes in the monoclinic phase to bidirectional stripes

in the orthorhombic phase by increasing the excess iron concentration. Magnetic and

temperature dependent measurements verified the nature of the stripes to be originated

from the spin structure.

The observation of magnetic structures on the atomic scale in parent compounds of high

temperature superconductors brings the possibility to obtain real space images of stripe

order in cuprates [165, 166] and search for magnetic order accompanying the spatially

modulated electronic states found in the pseudogap phase[167, 168].

Moreover, the spectroscopic measurements on the first discovered heavy fermion super-

conductor, CeCu2Si2, showed that the superconducting gap does not open fully; however

the temperature and magnetic field dependent measurements showed that the gap van-

ishes as it reaches Tc and Hc2 respectively. The vortex lattice of this compound has

been mapped for the first time, where other techniques like magnetic neutron scattering

have not yet reported any data for this compound, making the observation unique for

STM. The vortex lattice of CeCoIn5, another heavy fermion superconductor, has been

extensively studied by neutron scattering and has proven to have a rich and complex

vortex lattice phase diagram as the temperature and magnetic field are tuned [139].

However, our observations show that the vortices form a triangular lattice structure at

different fields at the base temperature. Technically, measurements of the vortex lat-

tice on CeCu2Si2 is more challenging than CeCoIn5 due to its lower superconducting

transition temperature and critical field. From imaging a single vortex, it is possible

to determine the coherence length of the superconductor. From the anisotropy of the

vortex lattice the symmetry of the order parameter can be studied.
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Afterwards, another heavy fermion compound with an intriguing magnetic phase dia-

gram at low temperatures, CeB6, has been measured. Measurements on an atomically

flat surface on the (1 0 0) orientation have been performed, and spectroscopic mea-

surements as a function of temperature and magnetic field have been carried out. The

thermal evolutions are fitted with the Fano function, where a resonance width on the

order of 41.6 ± 14.9 mV has been derived. Finally, the field dependence data showed

that a gap with the size of ±4 mV vanishing as the field increases, since there is a

transition of the magnetic phase. As an outlook, measuring the field dependence with

a vector magnet (applying field in different directions) would be interesting due to the

complex phase diagram of this compound.

Finally, the first atomic resolution STM measurement on the non-centrosymmetric su-

perconductor BiPd has been performed. The motivation which led us to study this com-

pound was the possibility to detect p-wave superconducting pair. Furthermore, since the

zero energy Majorana states appear inside the vortex core of chiral p-wave superconduc-

tors, we were interested in measuring the bound state inside a vortex core. Additionally,

due to the large spin-orbit interaction of the heavy element Bi, topologically protected

surface states can be predicted, which could have technological applications in the fu-

ture. All these potential possibilities make BiPd an exciting compound to study.

Our results showed that the superconducting gap on most of the surfaces shows a clear

s-wave order parameter and the p-wave component is negligible. This suggest that the

superconductivity is driven by phonons and the magnetically mediated coupling is not

sufficiently strong to affect the pairing. The bound state in the vortex core showed a

broad peak, which can be attributed to Andreev reflections (CdGM states [162]). With

resolutions of about 1mK it should be possible to detect the splitting of the peaks near

the Fermi energy. For a Majorana state in the vortex core a narrow peak at zero energy

is expected, which is in contrast with the result. Eventually, with a superconducting

tip (BiPd coated on the tip), Josephson supercurrent between BiPd-BiPd junction has

been measured. The measurements indicated a difference to the Al-Al junction, due to

the difference of tips, electromagnetic environment and sample roughness.

These findings may assist to broaden the understanding of the connection between mag-

netism and superconductivity in correlated electron materials, and also elucidate the

mechanism of superconductivity in these materials.
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[25] J. Klein, A. Léger, M. Belin, D. Défourneau, and M.J.L. Sangster. Inelastic-

electron-tunneling spectroscopy of metal-insulator-metal junctions. Phys. Rev. B,

7:2336–2348, Mar 1973.

[26] LJ. Lauhon and W. Ho. Effects of temperature and other experimental variables on

single molecule vibrational spectroscopy with the scanning tunneling microscope.

Review of Scientific Instruments, 72(1):216–223, 2001.

[27] R.C. Dynes, V. Narayanamurti, and J. Pm Garno. Direct measurement of

quasiparticle-lifetime broadening in a strong-coupled superconductor. Physical

Review Letters, 41(21):1509–1512, 1978.

[28] H. London. Proc. Int. Conf. Low Temperature Physics, 157, 1951.

[29] O. V. Lounasmaa. Experimental principles and methods below 1K. 1974.

[30] F. Pobell. F. Matter and Methods at Low Temperatures. Springer 3rd ed., 2007.

[31] S.H. Pan, E.W. Hudson, and J.C. Davis. 3He refrigerator based very low tem-

perature scanning tunneling microscope. Review of scientific instruments, 70(2):

1459–1463, 1999.

[32] M. Kugler, Ch. Renner, O. Fischer, V. Mikheev, and G. Batey. A 3He refriger-

ated scanning tunneling microscope in high magnetic fields and ultrahigh vacuum.

Review of Scientific Instruments, 71(3):1475–1478, 2000.

[33] Christian Debuschewitz, Frank Münstermann, Vojko Kunej, and Elke Scheer. A

compact and versatile scanning tunnelling microscope with high energy resolution

for use in a 3He cryostat. Journal of Low Temperature Physics, 147(3-4):525–535,

2007.

[34] J.G. Rodrigo, H. Suderow, and S. Vieira. On the use of STM superconducting tips

at very low temperatures. The European Physical Journal B-Condensed Matter

and Complex Systems, 40(4):483–488, 2004.

[35] N. Moussy, H. Courtois, and B. Pannetier. A very low temperature scanning

tunneling microscope for the local spectroscopy of mesoscopic structures. Review

of Scientific Instruments, 72(1):128–131, 2001.

[36] M. Marz, G. Goll, and Hv Lohneysen. A scanning tunneling microscope for a

dilution refrigerator. Review of Scientific Instruments, 81(4):045102, 2010.

[37] Hélène Le Sueur and Philippe Joyez. Room-temperature tunnel current amplifier

and experimental setup for high resolution electronic spectroscopy in millikelvin

scanning tunneling microscope experiments. Review of scientific instruments, 77

(12):123701, 2006.



Bibliography 91

[38] H. Kambara, T. Matsui, Y. Niimi, and Hiroshi Fukuyama. Construction of a

versatile ultralow temperature scanning tunneling microscope. Review of Scientific

Instruments, 78(7):073703, 2007.

[39] Young Jae Song, Alexander F Otte, Vladimir Shvarts, Zuyu Zhao, Young Kuk,

Steven R Blankenship, Alan Band, Frank M Hess, and Joseph A Stroscio. Invited

review article: A 10 mK scanning probe microscopy facility. Review of Scientific

Instruments, 81(12):121101, 2010.

[40] Maximilian Assig, Markus Etzkorn, Axel Enders, Wolfgang Stiepany, Christian R

Ast, and Klaus Kern. A 10 mK scanning tunneling microscope operating in ultra

high vacuum and high magnetic fields. Review of Scientific Instruments, 84(3):

033903, 2013.

[41] Modified kelvinox 400MX by oxford instruments. Technical report.

[42] Chr. Wittneven, R. Dombrowski, S.H. Pan, and R. Wiesendanger. A low-

temperature ultrahigh-vacuum scanning tunneling microscope with rotatable mag-

netic field. Review of scientific instruments, 68(10):3806–3810, 1997.

[43] S. h. pan, piezoelectric motor, international patent publication no. wo 93/19494.

Technical report.

[44] S.C. White, U.R. Singh, and P. Wahl. A stiff scanning tunneling microscopy

head for measurement at low temperatures and in high magnetic fields. Review of

Scientific Instruments, 82(11):113708–113708, 2011.

[45] Piezo actuators (model p-121.03). Technical report.

[46] According to calculations by Oxford Instruments for the magnet.

[47] Passive dampers (model i-2000). Technical report.

[48] Rf filters (model 1221-001). Technical report.

[49] RuO2 temperature sensors. Technical report.

[50] Soft db inc. Technical report.

[51] Percy Zahl, Markus Bierkandt, Stefan Schroder, and Andreas Klust. The flexible

and modern open source scanning probe microscopy software package GXSM.

Review of scientific instruments, 74(3):1222–1227, 2003.

[52] Percy Zahl, Thorsten Wagner, Rolf Möller, and Andreas Klust. Open source
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