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Abstract

In this thesis, the unique possibilities offered by a cryogenic scanning tunneling microscope (STM) have been exploited to study aspects of the interaction of bulk conduction band and surface-state electrons with adsorbates on noble metal surfaces: one topic is the long-range lateral interaction between adsorbates mediated by a surface-state electron gas, another the correlation of conduction electrons due to scattering at magnetic adsorbates, called Kondo effect, with special interest in the spatial extent of the correlation for surface-state and bulk conduction electrons.

Adsorbates interact via many types of interaction like the direct chemical interaction and the indirect electrostatic (dipole-dipole), elastic (deformation of substrate lattice) and electronic interactions (Friedel oscillation in the density of bulk conduction electrons), but the range of all these interactions never exceeds a few atomic distances. The only exception is the special case of the indirect oscillatory electronic interaction mediated by a two-dimensional electron gas (2DEG). This type of interaction has been investigated here for the three systems Cu/Cu(111), Co/Cu(111) and Co/Ag(111), where a 2DEG is present in the form of the surface-states of the noble metal (111) surfaces. The interaction energy of isolated pairs of adatoms as a function of adatom distance has been determined from nearest neighbor distance distributions of the adatoms. The distributions are from series of STM images recorded at temperatures (10 K to 20 K) where the adatoms diffusion is sufficiently activated so that the adatoms probe the potential landscape in their surroundings but are not able to overcome the energy barrier for nucleation or trapping at steps. The comparison of the three adsorbate/substrate systems suggests the general existence of long-range oscillatory adsorbate interactions and shows up common characteristics. In all cases, the interaction energies manifest themselves up to more than 60 Å distance, they decay as 1/r^2, and they oscillate with a period of half the surface-state Fermi wavelength. The data are in good agreement with theory and establish the link between the spatial variation of the interaction energy and the adatoms' scattering properties. Despite the fact that the observed interaction energies are small (in the meV range), they are expected to influence every adsorbate/substrate system with a two-dimensional electron gas present at the surface. The interaction can potentially be employed for the creation of new ordered atomic and molecular structures.

Turning to the second main topic of this thesis, low temperature scanning tunneling spectroscopy has emerged as an important local probe of the Kondo resonance of a
variety of Kondo systems due to its high spatial and spectroscopic resolution. The Kondo resonance of magnetic adsorbates on the noble metal surfaces invokes a sharp Fano line shaped resonance of the tunneling conduction at zero bias. The measurements presented here are about the strength and spatial decay of the Kondo resonance for Co on Cu(100) and on the three noble metal (111) surfaces of Cu, Ag and Au. They quantify the amount of direct tunneling into the LDOS of the magnetic 3d orbital and they show a scaling of the Kondo temperature with the number of nearest substrate atoms to the Co adatom. The analysis of the spatial decay of the amplitude of the Fano line shapes reveals that the Kondo resonance of Co is dominated by the bulk electrons and not the surface-state electrons. The coupling to the surface-state electrons of all three noble metal (111) surfaces is substantially enhanced by hydrogen adsorption to Co adsorbates. The resulting strong Kondo resonance of the 2D surface-state electron gas can be detected on Ag(111) up to distances of more than 100 Å away from the adatom site. This long-range behavior enables the direct determination of the energy dependence of the scattering phase shift at a single Kondo impurity showing the resonant energy dependence expected from Fermi liquid theory.
Kurzfassung


sie die Diffusion, die Nukleation und das Wachstum aller Adsorbat/Substrat Systeme mit einem zwei-dimensionalen Elektronengas an der Oberfläche und können vermutlich genutzt werden, um neuartige geordnete Strukturen von Atomen und Molekülen zu erzeugen.
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Abbreviations and Common Symbols

2D, 3D  two, three dimensional
2DEG  two dimensional electron gas
fwhm  full width at half maximum/minimum
(L)DOS  (local) density of states
ML  Monolayer
RLM  Resonant Level Model
rms  root mean square
STM  Scanning Tunneling Microscopy
STS  Scanning Tunneling Spectroscopy
UHV  Ultra-High Vacuum

$A$  minimum to maximum amplitude of the Fano resonance
$c_a, c_k, c'_a, c'_k$  annihilation and creation ($\dagger$) operators of adsorbate and conduction electron states
d$_{ta}$  tip-adsorbate distance
$(\delta_{bg}), \delta_l$  (background) phase shift of the $l$th partial wave
d$I/dV$  tunneling conductance
e  elementary charge, $e = 1.60 \cdot 10^{-19} \text{ C}$
$E_a, E_F, E_T$  energy of discrete atom level, Fermi energy, surface-state band
$E_m$  onset energy, diffusion migration barrier
$\epsilon$  $\epsilon = (E - E_v)/(\Gamma/2)$
\( \Gamma \)  
energy width of virtual bound state

\( G_{aa}(E + i\eta) \)  
adsorbate projected Green's function

\( G_{c}^{0}(E + i\eta) \)  
free conduction electron projected Green's function

\( H_{i}^{\pm}(q) \)  
Hankel function, \( H_{i}^{\pm}(q) = J_{i}(q) \pm iN_{i}(q) \)

\( \hbar \)  
Planck constant, \( \hbar = \frac{\hbar}{2\pi} = 1.05 \cdot 10^{-34} \) Js

\( J \)  
exchange coupling constant

\( J_{i}(q) \)  
Bessel function, \( J_{i}(q) = \frac{H_{i}^{+}(q) + H_{i}^{-}(q)}{2} \)

\( k_{B} \)  
Boltzmann constant, \( k_{B} = 1.38 \cdot 10^{-23} \frac{J}{K} = 0.0862 \frac{\text{meV}}{K} \)

\( k_{F}^{s}, k_{F}^{b} \)  
surface-state, bulk electron Fermi wave vector

\( L_{0} \)  
surface-state electron density, \( L_{0} = \frac{m^{*}}{\pi \hbar^{2}} \)

\( \Lambda \)  
energy shift of resonance

\( \lambda_{F}^{s} \)  
surface-state electron Fermi wavelength

\( m_{e} \)  
electron mass, \( m_{e} = 9.11 \cdot 10^{-31} \) kg

\( m^{*} \)  
effective electron mass

\( N_{i}(q) \)  
Neumann function, \( N_{i}(q) = \frac{H_{i}^{+}(q) - H_{i}^{-}(q)}{2i} \)

\( n_{0} \)  
density of surface-state electrons

\( n_{a}, n_{K} \)  
number operator of adsorbate, conduction electron level

\( \nu(T), \nu_{0} \)  
hopping rate, attempt frequency

\( \Phi_{a}, \Phi_{t} \)  
adsorbate, tip wave function

\( q \)  
Fano line shape parameter

\( r_{aa}, r_{ta} \)  
adsorbate-adsorbate, tip-adsorbate distance

\( \rho_{b}, \rho_{s}, \rho_{t} \)  
bulk, surface-state, tip LDOS

\( T, T_{K} \)  
sample and tip temperature, Kondo temperature

\( T_{s,t}, T_{a,t} \)  
tunneling matrix elements

\( t(E) \)  
t matrix

\( \tau \)  
lifetime, \( \tau = \Gamma / \hbar \)

\( \Theta \)  
adsorbate coverage

\( U \)  
Coulomb interaction energy

\( V \)  
voltage between biased sample and virtually grounded tip

\( V_{k,a} \)  
conduction electron - adsorbate hybridization matrix element

\( x, y, z \)  
\( x-, y- \) coordinate (parallel to sample surface), and \( z- \) coordinate (vertical to surface)

\( \xi_{K} \)  
Kondo correlation length

\( z_{t} \)  
vertical core to core tip-sample distance
Chapter 0

Introduction

Matter is made up of atoms. Proposed by ancient Greek philosophers, the existence of atoms was still under discussion a hundred years ago. Since then, much has been learned about them with experimental methods accessing their physical characteristics in a more and more direct way. Fundamental to the properties of matter be it an atom, a molecule or a macroscopic structure are the electronic states of the object. The electron cloud makes up the volume of the object and the electrons mediate the interactions, the chemical bonds, between the atoms. An unprecedented access to the local electronic properties of materials on the atomic scale is offered by Scanning Tunneling Microscopy (STM), invented by Binnig and Rohrer in 1982 [1, 2]. The power of the tunneling microscope lies in its ability to spatially and energetically resolve the electronic states on a conducting surface. Spatially, the states can be observed with atomic resolution. Energetically, states which lie within a few electron-volts on either side of the Fermi level can be observed with an energy resolution of a few $k_B T$. Besides its investigational possibilities, the STM has been used for the engineering of atom sized structures by controlled moving and picking up of single atoms and molecules on metal surfaces [3–6]. The development of the scanning tunneling microscope together with other scanning techniques like the Atomic Force Microscope has been crucial to the rapid progress in the understanding and engineering of atom sized structures, which has become a highly funded interdisciplinary movement referred to as nanoscience.

The principle of the STM is beautifully simple: it’s an electric circuit made up of a voltage source, the tunneling bias, applied to a tunable resistance, the tunneling resistance, which is determined by the size of the vacuum- (or gas-, liquid-) gap between the two electrodes of the STM. One electrode is tip shaped, i.e. microscopic, and can be positioned relative to the second electrode, which is the sample under study. If the gap is small enough such that electrons are able to cross (tunnel) the gap due to their
quantum mechanical wave character, a tunneling current flows. The current's strength increases exponentially on the overlap of the tip's apex wave function with the wave function of the substrate. Due to this sensitivity on the tip-probe distance, a highly spatially resolved information of the studied object is achieved by scanning the tip and measuring the tunneling current. Furthermore, the amount of current flowing for a given potential difference depends also on the electron energy levels available, i.e. on the local density of electronic states (LDOS) at the tip and the opponent object, and thus contains valuable spectroscopic information about the probe. In many cases, the LDOS can be determined by measuring the tunneling conductance signal, a method called scanning tunneling spectroscopy (STS). The technological problems to master for the operation of a STM have been the high precision needed in the placement of the tip, the stabilization of the tunneling gap, the measurement of the small noisy tunneling currents and the data collection, which powerful computers arrived just in time for.

An important step for the investigation of single adatoms was the development of scanning tunneling microscopes running at cryogenic temperature [7]. Not only can different physical phenomena like superconductivity be studied at low temperature, but also the quality and reproducibility of the measured tunneling current is enhanced: thermal noise in the current is small, thermal drifts of the piezo ceramics that move the tunneling tip are reduced, and probably most important, unwanted adsorbates at the tip and the surface are frozen so that they don't diffuse into the tunneling region and thereby disturb the tunneling current. All these points combined have made possible measurements like the mapping of the Abrikosov flux lattice at the surface of the superconducting NbSe$_2$ [8] or the $\approx$10 meV Kondo resonance of a single magnetic adatom [9,10], which is a topic addressed in the present thesis. At cryogenic temperatures in an UHV, a single adatom can be observed for several days because it does not diffuse and is not contaminated by other adsorbates.

In recent years new developments in condensed-matter physics came from two-dimensional (2D) electron systems like the quantum Hall effects and high-temperature superconductivity. For the effects studied here, the fact that local interactions are less effectively screened in two than in three dimensions is exploited. A good approach to a two-dimensional electron gas are so called surface-states, present for example on the noble metal (111) surfaces. Bulk forbidden electronic surface-states may arise at a crystal surface because of the breaking of the translational symmetry perpendicular to the surface [11,12]. An electron in a surface-state is confined to the first few layers at the crystal surface, but can move freely parallel to it. Starting in 1991 with the work by Davis et al. [13], STM has frequently been used to investigate noble metal surface-states.
Surface-state electrons contribute strongly to the tunneling current because of their high density at the surface and thus Fermi wavelengths are long enough to be easily resolved by STM driven in the spectroscopic mode. These two features allow for a fascinating insight into the wave nature of electrons: For example, the standing wave solutions of an electron in a potential well, a problem known to every student of quantum physics, can be directly mapped by STM by measuring the density of surface-state electrons trapped on small atomically flat terraces [26] or artificial corrals build by STM atom manipulation [14].

In this thesis, the unique possibilities of a cryogenic STM have been used to study aspects of the interaction of bulk conduction band and surface-state electrons with adsorbates on noble metal surfaces: one topic is the long-range lateral interaction between adsorbates mediated by a 2D electron gas, another the correlation of conduction electrons due to scattering at magnetic adsorbates, called Kondo effect, with special interest in the spatial extent of the correlation for 2D and 3D conduction electrons.

Turning to the first main topic of this thesis, lateral interactions between adsorbed species have a determining influence on heterogeneous catalysis, molecular self-assembly, and thin-film epitaxy. The usually considered interactions like the direct electronic interaction and the indirect electrostatic (dipole-dipole), elastic (deformation of substrate lattice), and electronic (bulk conduction electrons) interactions have amply been studied in the past and lead to complicated behavior with high chemical specificity and a range never exceeding a few atomic distances. For their investigation, STM has emerged as a quantitative tool [34–37], supplementing the well established field ion microscopy method [38–41]. However, for more than 20 years there has been the theoretical prediction that there should exist oscillatory adsorbate interactions of extremely long range, mediated by screening in a 2D electron gas [42]. The adsorbates interact indirectly via oscillations in the substrate electron density, due to scattering of conduction band electrons by the adsorbates. For a 2D electron gas, such an interaction for a pair of adsorbates falls off with the square of the distance $1/r^2$ between two adsorbates, compared to $1/r^5$ for a 3d electron gas. First qualitative indication of long-range interactions came from equidistant bulk segregated impurities on Cu(111) [43], first experiments quantifying such interactions mediated by surface-state electrons for Cu adatoms on Cu(111) were recently reported by Repp et al. [44] and by the work of this thesis [45,46], where in addition Co on Cu(111) and Co on Ag(111) have been investigated. The comparison of the three adsorbate/substrate systems suggests the general existence of long-range oscillatory interactions and shows common characteristics. In all cases, the interaction energy $E(r)$ manifests itself up to more than 60 Å distance, it decays as $1/r^2$, and
oscillates with a period of half the surface-state Fermi wavelength. The data are in good agreement with theory and establish the link between the spatial variation of the interaction energy and the adsorbates' scattering properties.

In the following, the reader is introduced to the second main topic of this thesis, the Kondo resonance of single magnetic adsorbates on noble metal surfaces. In the 1930s, it was observed that some metals have a shallow resistance minimum at low temperatures (≈10 K). Usually, the resistance of a metal drops monotonic as its temperature is lowered because of decreasing electron-phonon interactions until it saturates due to scattering at static defects in the material. The resistance minimum puzzled physicists until it was realized that the strength of the minimum was related to the concentration of magnetic impurities in the metal such as cobalt atoms. A first explanation of the phenomena was given by Jun Kondo in 1964 [47]: Impurities that keep their magnetic moment in the metal host have an internal spin degree of freedom that alters their scattering properties qualitatively compared to non-magnetic lattice imperfections. Considering the scattering from a magnetic ion that interacts with spins of the conduction electrons, Kondo found that higher order perturbation terms could be dominant resulting in a logarithmically increasing resistance with falling temperature. Kondo's perturbation approach correctly describes the resistance for temperatures above the Kondo temperature $T_K$, but makes the unphysical prediction that the resistance diverges as $T$ approaches 0 K. The search for a more comprehensive theory became known as the Kondo problem [48]. Today, it is understood that the interaction of the localized $d$- or $f$-electrons of the magnetic impurity with the delocalized conduction electrons generate a correlated non-magnetic singlet ground state of the host and impurity electrons with the same energy as the Fermi level. This state manifests itself in a sharp resonance of the quasi particle density of states of width of order of $k_B T_K$ at the Fermi energy, which explains the increase of the resistance, i.e. the increased scattering of conduction band electrons, with decreasing temperature. The resistance minimum together with other phenomena like the complete screening of the magnetic moment of the impurity at 0 K are collectively referred to as the Kondo effect.

Recently, the unprecedented control over Kondo systems [9, 10, 46, 49–73] provided by new experimental techniques from the rapidly developing field of nanotechnology has rekindled interest in the Kondo effect [74] starting in 1998, when the Kondo resonance of single magnetic adatoms were locally studied by STS [9, 10] and the Kondo resonance in an artificial quantum dot was observed [60, 61]. Quantum dots made for the study of the Kondo effect [60–70] are small (≈0.1 μm²) puddles of charge containing a well-defined number (≈100) of electrons. They are typically fabricated by putting metallic
gates on a semiconductor region that behaves as a two-dimensional electron gas. If an odd number of electrons is trapped within the dot, the localized spin, embedded between large conductance electron seas in the two leads, mimics the magnetic impurity in a metal system. In contrast to increasing the resistance in a metal by increasing the scattering of the conduction electrons, the Kondo resonance increases the conductance of the quantum dot by coherently superposing the localized states on the quantum dot and the delocalized states in the two opposite electrodes, until the conductance reaches the unitary limit of $2e^2/h$ which implies that the electrons are transmitted perfectly through the dot [65]. Low temperature STM has emerged as an important local probe of the Kondo resonance of a variety of Kondo systems due to its high spatial and spectroscopic resolution [9, 10, 46, 49–59]. On noble metal surfaces, the Kondo resonance of magnetic adsorbates typically invokes a sharp antiresonance of the tunneling conduction at zero bias due to dominant tunneling into the perturbed conduction electron LDOS (and not into the LDOS of the magnetic orbital). The measurements presented here are about the strength and spatial decay of the Kondo resonance for Co on Cu(100) and on the three noble metal (111) surfaces of Cu, Ag and Au. They quantify the amount of direct tunneling into the LDOS of the magnetic orbital and they show a scaling of the Kondo temperature with the number of nearest substrate atoms to the Co adatom. It is further shown, that the surface-state electrons are essentially not involved in the Kondo resonance for Co adatoms. This is changed by adsorption of hydrogen to the cobalt, leading to a very long range Kondo effect, making the direct observation of the phase shift of the scattered surface-state electrons possible.

The following is a short summary of the thesis. Chapter 1 describes the setup and functionality of the low temperature STM system. In Chapter 2, some theoretical points important to STM studies of adsorbate – conduction band electron interactions are introduced: approximate expressions for the tunneling current, the relation of the tunneling conductance to the surface LDOS, 2D scattering formulas, and Fano line shapes derived from the resonant level model. Chapter 3 introduces the noble metal (111) surface-states to the reader, their characteristics and their accessibility by STM.

In Chapter 4, lateral long-range interactions between adsorbates on metal surfaces with a surface-state are investigated. The chapter begins with the investigation of the thermal hopping rate of isolated adsorbates in Section 4.1 in order to determine the corrugation of a single adsorbate's potential energy surface as well as to find the temperature range where the interaction is observable. In the main Section 4.2, the interaction energy of isolated pairs of adsorbates as a function of adsorbate distance is determined from the nearest neighbor distance distribution of adsorbates. The distri-
butions are determined from series of STM images recorded at temperatures (10 K to 20 K) where the adsorbate diffusion is sufficiently activated so that the adsorbates probe the potential in their surroundings but are not able to overcome the energy barrier for nucleation or trapping at steps. In the last Section 4.3, the potential of the interaction to create a long-range order between adsorbates is investigated.

Chapter 5 is about local scanning tunneling spectroscopy investigations of the Kondo resonance of single magnetic adsorbates on noble metal surfaces. After a theoretical introduction to the Kondo effect in Section 5.1, where it is shown that the Kondo effect of a magnetic adsorbate manifests itself as a Fano resonance at zero bias in the tunneling conductance, the Kondo resonances of Co adatoms on Cu(100) and Cu(111) are quantitatively compared in Section 5.2: the higher Kondo temperature $T_K$ of Co/Cu(100) is ascribed to the scaling of $T_K$ with the number of nearest substrate Cu atoms. While at the Cu(100) surface both, tunneling into the hybridized localized state and into the substrate conduction band contribute to the Kondo resonance, the latter channel is found to be dominant for Cu(111). The analysis of the spatial decay of the amplitude of the Fano line shapes reveals that the Kondo resonance is dominated by the Cu bulk electrons. In Section 5.3 it is shown that the coupling to the surface-state electrons of all three noble metal (111) surfaces is substantially enhanced by hydrogen adsorption to Co adsorbates. The resulting strong Kondo resonance of the 2D surface-state electron gas can be detected on Ag(111) up to distances of more than 100 Å away from the adatom site. This long-range behavior enables the direct determination of the energy dependence of the scattering phase shift at a single Kondo impurity showing the resonant energy dependence expected from Fermi liquid theory. Finally, Chapter 6 gives an outlook on the possible impact and implementations of the effects studied in this thesis.
Chapter 1

The Instrument

1.1 The STM

All measurements presented in this thesis have been performed with a home built $^4$He bath cooled STM working in UHV. It has a high spatial stability ($\approx 0.5$ pm in the vertical direction) and a spectroscopic energy resolution better than 1 mV. The instrument was completed in 1998 at the École Polytechnique Fédérale in Lausanne [75, 76]; the UHV chamber has been redesigned on the occasion of a move of the group to the Max-Planck-Institute in Stuttgart in the year 2000.

The STM is of the beetle type [77] (Fig. 1.1). It is placed in a cylindrical copper pot for thermal isolation and good thermal coupling to the cryostat. The tip is attached to the scan piezo pointing down towards the sample. The sample is placed at the center of a sample holder which can be inserted with a wobble stick into a horizontal slit in the STM body underneath the tip. The sample holder is pressed upwards against a polished surface of the STM body by three spring-loaded Teflon plugs to fix the tip-sample distance and to guarantee a good thermal contact to the STM body.

The scan piezo is a hollow cylindrical piezo ceramic with five concentric vapor deposited electrodes covering most of the outer piezo surface and a grounded electrode covering the inner surface. The four electrode segments for the $x$-$y$-scanning movement are located at the upper half of the piezo, the electrode for the vertical $z$-movement covers the lower part of the scan piezo. By applying high voltages ($\pm 200$ V) to the outer electrodes, the piezo tube can be bent, stretched and compressed thereby placing the tip at a desired position or scanning it across the sample surface. An area of $\approx 1$ $\mu$m$^2$ can be reached and the tip can be vertically moved by about 200 nm.

Because the scan piezo can be retracted only nanoscopically, a coarse approach mechanism is needed to avoid tip crashes during sample transfer: The scanning piezo
is attached to a molybdenum disk which has three helical ramps at its boarder with a
height difference of 0.5 mm. The disk resides with its ramps on three ruby balls at the
end of three piezo legs. Those stand upward and are glued to the STM body at their
bottom. If the three piezos are controlled in the right way, the molybdenum disk can
be turned in both directions by a “stick and slip” movement thereby moving the tip up
and down via the helical ramps. Also, this technique allows for a macroscopic lateral
mm-scale displacement of the tip which is very useful when looking for particularly clean
areas of the sample, large atomic terraces, variation in adsorbate coverage or moving
away from scratches.

The tip is a ca. 1 cm long 0.2 mm thick polycrystalline tungsten wire (99% pure)
sharpened by chemically etching. The tip apex is cleaned in-situ by field-emission by
applying a voltage of $-600$ V to the tip and decreasing the tip-sample distance until a
current of about 200 $\mu$A is flowing. The high current density removes dirt from the tip
apex by heating it up. During operation of the STM, smaller dirt particles are removed
by dipping the tip several nanometers into the clean sample.

The STM is usually driven in two distinct modes, the topographic constant current
mode and the spectroscopic mode. In the constant current mode, the tunneling current
is compared to a preset current value and the difference is fed back to the voltage applied
to the $z$-piezo so that the tip-sample distance is adjusted to minimize the difference of
the measured and the preset current. During scanning of the surface with the tip, the
voltage applied to the $z$-piezo in order to keep the current constant is recorded by a
computer and assembled to a topographic image of the surface. In the spectroscopic
mode, called scanning tunneling spectroscopy (STS), the differential tunneling conduc-
tance as a function of the bias voltage is recorded for a fixed tip position. This is done
by opening the feed-back loop and ramping the bias voltage over the desired range.
The differential conductance is derived from the tunneling current by standard lock-in
technique with a high frequency modulation of $\approx 4$ kHz to the bias voltage, which is
well above the bandwdith of the feedback loop. Thus the $z$-piezo does not follow the
modulation of the bias voltage.

All the basic functions of the STM like the feedback loop or the coarse approach are
handled by a commercial electronics from RHK (STM 200 Control Electronics). The
user interacts with the electronics via a graphical user interface (STMCPS) running
on a Silicon Graphics Iris Workstation, which communicates with the electronics by an
ethernet.

The STM was designed for a spectroscopic energy resolution better than 1 mV,
limited by the operating temperature of the STM of $\approx 6$ K. Thus grounding was done
very carefully and all signal lines to the microscope (bias voltage to the sample, all piezos connections, tunneling current from the tip) are filtered with radio frequency filters on top of the cryostat. The current is pre-amplified on top of the cryostat with $10^7$ V/A gain, post-amplified alternatively with 1,10, or 100 gain and can be additionally low-pass filtered with 10 to 0.3 kHz bandwidth. The bias voltage supplied by the RHK is also low-pass filtered with optional 3 k, 1 k, 100 or 10 Hz bandwidth and can be devided by 1 to 100 to fit the voltage range of interest to the bit resolution of the DA converter of the RHK electronics ($\pm 10$ V, 12 bits).

1.2 The UHV system and the cryostat

The UHV system is constructed along two major axes, one vertical axis given by the cylinder of the longish cryostat (Oxford Instruments) and the STM, and a horizontal axis given by the STM at one side and the sample manipulator on the other side (Fig. 1.1). The cryostat is made up of two nested hollow-cylinder dewars, the inner for liquid helium (42 l) thermally shielded by the outer dewar for liquid nitrogen (25 l). The dewars are separated from each other and from the outside by the systems common vacuum. The STM is located at the lower end of the cryostat in the center of a superconducting split-pair magnet providing a magnetic field vertical to the sample surface of up to 5 T. For good thermal anchoring of the STM to the cryostat, a copper cone at the top of the STM body is pressed against its counterpart in the cryostat by a spring in the transfer rod. The rod is thermally anchored to the LN$_2$ dewar at the top to reduce the thermal flux to the STM. All signal lines to the microscope run along the rod.

Horizontally, the system is cut in two halves by a plate-valve in its center, separating the preparation chamber from the cryogenic chamber. Closing the central valve makes cleaning and preparation of the samples possible during low temperature operation of the STM without adsorbing dirt and sputter gas to all cooled surfaces. The sample can be moved on the manipulator from different preparation and analyzing stations within the preparation chamber across the central valve into the cryogenic chamber, where it can be picked up by a wobble-stick and transferred into the STM or put into a sample storage with room for two samples.

The whole system is encapsulated in a sound insulation cubicle damping acoustic noise by $\approx 20$ dB to stabilize the tunneling gap. Additionally, three vibration isolation stages damp the low frequency vibrations coming from the ground: the system is mounted on an optical honeyweb table residing on four active dampers (HWL Bioanalytics/JRS) operating in the frequency region 1 – 40 Hz. A frame supporting the system
Figure 1.1: Sketch of the UHV-chamber and the scanning tunneling microscope.
stands on four passive pneumatic dampers (Newport). The last damping stage is made up of three pneumatic dampers (Newport) decoupling the cryostat from the rest of the system. A flexible bellow connects the two parts to retain the common vacuum. Since the STM is firmly connected to the cryostat without a vibration isolation in between to guarantee good thermal anchoring, vibrations coming from gas bubbles due to the evaporation of liquid nitrogen have to be suppressed during measurements by pumping the LN\textsubscript{2} dewar which solidifies the N\textsubscript{2}.

An ultra high vacuum (UHV) with a base pressure in the upper $10^{-11}$ mbar region is sustained in the system by several pumps. The preparation chamber is pumped by a turbomolecular pump and an ion pump, the cryogenic chamber by an ion pump at the bottom of the system, a titanium sublimation pump and, if filled with liquid helium, by the cryostat itself.

1.3 Analysis and sample preparation tools

In the preparation chamber, standard UHV preparation and analysis tools are concentrically arranged around the sample transfer axis: a load-lock for sample insertion without destruction of the UHV, a differentially pumped sputter gun (IQE 12/38 from SPECS), two electron beam evaporators (EFM from Omicron), an Auger spectrometer with cylindrical mirror analyzer (CMA 150 from Omicron), a mass-spectrometer (TSP TH100 from Leybold) and a vacuum gauge.

The experiments described here have been performed on noble metal single crystals supplied by MaTeck precisely cut and polished in the (111) and (100) plane with an orientational misfit smaller than 0.1°. The hat shaped samples, Au(111), Ag(111), Cu(111), and Cu(100), with a circular upper surface of 7 mm in diameter and a total thickness of 3 mm are clamped into the sample holder (Fig. 1.1). Before measurements, the surfaces of the samples are cleaned from contaminations like oxide layers and water by sequential cycles of Ar+ sputtering at room temperate and subsequent annealing to $\approx$800 K. The rather inert noble metal surfaces can be cleaned very efficient to impurity coverages of less than $10^{-4}$ monolayers and they stay clean in the UHV for several days. Due to the small miscut of the samples, atomically flat terraces larger than 200 nm in width can be easily found.

Low coverages of adatoms are deposited directly onto the cold sample surface with a current heated line-of-sight filament evaporator located inside the cryogenic chamber. Thin wires ($\varnothing = 0.1$ mm) of high purity (99.996%) of the metal to be evaporated are wired around a supporting tungsten filament ($\varnothing = 0.25$ mm). The filament-sample
distance is 18 cm, the angle of incidence of the adatoms onto the sample is 10°. The evaporated atoms access the sample only by passing small holes in the helium dewar and the STM body. This way, the heat radiation on the sample during evaporation is reduced and the pressure stays in the $10^{-10}$ mbar region.

A sample temperature of 5.6 K as measured by a temperature sensor (Cernox) replacing the sample is reached when inserting a copper plug into the sample transfer hole of the cryostat to block heat radiation. The sample temperature can be precisely varied by evaporating the liquid helium in the cryostat. After all the liquid He is gone, the temperature slowly rises by about 1 K every two hours enabling a precise temperature determination. During measurements, the sample temperature is measured by a sensor at the bottom of the STM body. Temperatures of this sensor are calibrated to temperatures which have been determined once by the sensor replacing the sample. The calibration is necessary because the bottom of the STM is slightly colder than the sample by about 1 K, or 5 K without inserted copper plug, due to residual heat radiation and heat flux to the sample.
Chapter 2

Theory

2.1 The tunneling current

The amplitude of the wave function of an electron bound to a substance like a metal does not end abruptly at the surface of the metal but decays exponentially into the vacuum. This is a consequence of the wave nature of matter similar to the evanescent wave of totally reflected light in optics. The exponential decay of the vacuum tail of the wave function follows from the Schrödinger equation for a free particle with negative energy. When a second metal is brought very close, the tail of the electron's wave function reaches into the second metal giving rise to a finite transition probability of the electron to the second metal. This transition across a classically energetically forbidden region is known as the tunneling effect. Upon applying a potential difference between the two metals, a net tunneling current flows. In STM, the two electrodes are the tip and the

![Diagram](image)

**Figure 2.1:** Electric circuit of the tunneling current. The sample is biased by the potential $V$ with respect to ground. Typical tip-sample (core-to-core) distances $z_t$ are 5 Å–10 Å.
sample (Fig. 2.1). Because of the exponential dependence of the tunneling current on the tip-sample distance, the current flows highly localized through the few atoms at the apex of the tip basically causing the high spatial resolution of the STM. An expression for the tunneling current $I$ may be determined by time-dependent perturbation theory using Fermi's golden rule [78–82]:

$$I(V) = 2e \sum_{s,t} \frac{2\pi}{\hbar} |T_{s,t}|^2 \delta(E_s - eV - E_t) \times$$

$$\left( f(E_s - eV, T) [1 - f(E_t, T)] - f(E_t, T) [1 - f(E_s - eV, T)] \right),$$  \hspace{1cm} (2.1)

where the summation goes over all unperturbed quantum levels of the sample $s$ with energy $E_s$ and of the tip $t$ with energy $E_t$. $T$ is the temperature of sample and tip, $V$ is the voltage between the biased sample and the virtually grounded tip. The Fermi-Dirac distributions $f$ make sure that only tunneling from occupied to unoccupied electron levels occurs, for positively biased sample from the tip to the sample (2. term of Eq.(2.1)) and vice versa (1. term of Eq.(2.1)). The delta function $\delta$ assures that the energy of the tunneling electrons is conserved, i.e. elastic tunneling is described. The probability of transition from level $t$ to level $s$ is given by the tunneling matrix element

$$T_{s,t} = -\frac{\hbar^2}{2m_e} \int_{\Sigma} dS \left( \Psi_t^* \nabla \Psi_s - \Psi_s \nabla \Psi_t^* \right),$$  \hspace{1cm} (2.2)

with the wave functions of the unperturbed sample $\Psi_s$ and tip $\Psi_t$ levels and the integral running over an arbitrary surface $\Sigma$ within the tunneling barrier region. $T_{s,t}$ depends on the overlap of the two wave functions, i.e. roughly exponential on the barrier width $z_t$ as well as on the electron momentum perpendicular to the surface.

A common approximation in STM theory for Eq. (2.1) is the $s$-wave approximation for the tip wave function introduced by Tersoff and Hamann [83–85]. The tunneling current is given by an energy integration over the products of an electron supply function, an electron reception function and a transmission probability (Fig. 2.2):

$$I(V,T,x_t,y_t,z_t) \propto \int_{-\infty}^{\infty} dE \rho_s(E,x_t,y_t) \rho_t(E - eV) \times$$

$$T(E,V,z_t) [f(E - eV, T) - f(E, T)],$$  \hspace{1cm} (2.3)

where $z_t$ is the distance between tip and sample measured between the virtual planes passing through the uppermost atoms of tip and the sample (Fig. 2.1),

---

1Throughout this thesis, the convention is adopted that the energies are measured with respect to the respective Fermi levels of the substrate and tip.
Figure 2.2: Potential energy diagram of the tunneling electrons. For positive bias, the net current, indicated by the horizontal arrows, is made up of electrons tunneling from occupied states of the tip to unoccupied states of the sample. The current per energy, represented by the density of arrows, depends on the tip and sample LDOS and increases with the energy because states of lower energy decay faster into the vacuum.

\[ \rho_s(E, x_t, y_t) = \sum_s |\Phi_s(x_t, y_t)|^2 \delta(E - E_s) \]

is the local density of states (LDOS) of the sample in this virtual plane at the lateral tip position and \( \rho_t \) the LDOS of the tip apex. An often used expression for the tunneling transmission factor \( \mathcal{T} \) disregards its dependence on the electron momentum [85]:

\[ \mathcal{T}(E, V, z_t) = e^{-2z_t \sqrt{\frac{W_s + W_t}{2}}(W_s + W_t - 2E + eV)}, \]  

with \( W_s \) and \( W_t \) the work functions of the sample and the tip (Fig. 2.2). Although this is a crude simplification, the expressions Eqs. (2.3) and (2.4) contain the essential and are a good starting point for qualitative discussions. For \( eV \ll (W_s + W_t) \) the bias and energy dependence of \( \mathcal{T} \) can be neglected, leading to the following simplified expression for the current:

\[ I(V, T, x_t, y_t, z_t) \propto e^{-2z_t \sqrt{W_s + W_t}} \int_{-\infty}^{\infty} dE \rho_s(E, x_t, y_t) \rho_t(E - eV) g(E, V, T), \]  

where \( g(E, V, T) = f(E - eV, T) - f(E, T) \). At low temperatures, the Fermi edge is sharp, further simplifying the expression for the current to:

\[ I(V, x_t, y_t, z_t) \propto e^{-2z_t \sqrt{\frac{W_s + W_t}{2}}} \int_0^{eV} dE \rho_s(E, x_t, y_t) \rho_t(E - eV). \]  

The tunneling current thus provides topographic information by its \( z \) dependence mixed with spectroscopic information by its LDOS dependence. In the constant current
mode, the $z$ dependence is used to compose topographs of the sample surface. The term topograph is misleading in the sense that not the positions of the atomic nuclei are imaged but rather a surface of constant LDOS (in the topograph of Fig. 3.1 for example, the oscillations in the LDOS around the adsorbates and steps have an apparent elevation of the same order of magnitude as the topographic heights of the adsorbates).

In scanning tunneling spectroscopy (STS), the sample LDOS as a function of energy is derived from the voltage dependence of the tunneling conductance $dI(V)/dV$. For low bias voltages $|V| \ll \hbar \sqrt{2W_t}/z_t \sqrt{m_e}$ it can be shown from Eq. (2.1) that the tunneling conductance is a function of the sample LDOS times the tip LDOS [86]. Usually, one is interested in the sample LDOS only, i.e. the sample LDOS has to be isolated from the generally unknown tip LDOS in the tunneling conductance. If the tip LDOS is flat over the energy range of interest, the $dI/dV$ signal is directly proportional to the LDOS of the sample as can be seen from Eq. (2.6). Before taking spectra, the tip LDOS is modified by gently dipping the tip into the sample (1 nm) until the background spectra are as flat as possible in the energy range of interest. The background spectra are taken far away from any adsorbates and other objects like impurities and atomic steps, so that the the sample LDOS is unstructured. If it is not possible to flatten the tip LDOS, the sample LDOS can be determined by numerically unfolding the $dI/dV$ spectrum from a background spectrum.

Compared to other spectroscopic surface analysis tools like photo-emission spectroscopy, STS has the advantage of local probing with high spatial resolution, high energy resolution and direct access to the two sides of the Fermi edge, i.e. for positive sample bias the hole-states of the sample above the Fermi energy are probed, for negative sample bias the occupied sample states below the Fermi energy are probed. Disadvantages are that states far from the Fermi level with low tip overlap are not resolved and that the unknown tip LDOS is always folded into the spectra [86].

## 2.2 2D scattering theory in polar coordinates

As we will see, many aspects of the interaction of surface-state electrons with adsorbates can be well described by scattering theory because the adsorbates are small compared to the relevant wave lengths of the surface-state electrons. The time-independent 2D Schrödinger equation in polar coordinates for a particle of mass $m$ and energy $E$ in a potential $V(r, \varphi)$ reads:

$$
\left[ -\frac{\hbar^2}{2m} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{1}{2mr^2} \left( -\hbar^2 \frac{\partial^2}{\partial \varphi^2} \right) + V(r, \varphi) \right] \Psi(r, \varphi) = E \Psi(r, \varphi). \tag{2.7}
$$
The probability of finding the particle at \((r_0, \varphi_0)\) in the infinitesimal area \(r_0 \, dr \, d\varphi\) is given by 
\[r_0 |\Psi(r_0, \varphi_0)|^2 \, dr \, d\varphi.\]
For a central potential \(V(r)\), the Schrödinger equation can be solved by a separation Ansatz
\[
\Psi(r, \varphi) := R(r) \Phi(\varphi). \tag{2.8}
\]
With a separation constant \(l^2\), the normalized solution to the azimuthal equation
\[
\frac{\partial^2}{\partial \varphi^2} \Phi_l(\varphi) = -l^2 \Phi_l(\varphi)
\]
is
\[
\Phi_l(\varphi) = \frac{1}{\sqrt{2\pi}} e^{i l \varphi}, \tag{2.9}
\]
where the angular moment quantum number \(l\) has to be integer, \(l \in \{0, \pm1, \pm2, \ldots\}\), to guarantee uniqueness of the wave function. The radial equation can be transformed to
\[
\left[ \frac{\partial^2}{\partial \varphi^2} + \frac{1}{\varrho} \frac{\partial}{\partial \varrho} + \left( \varrho^2 - l^2 \right) - \frac{2m}{\hbar^2} V(r) \right] R_{k,l}(r) = 0, \tag{2.10}
\]
where \(\varrho = kr\) and \(E = \hbar^2 k^2 / 2m\). For a free particle with \(V(r) = 0\), the radial equation reduces to the Bessel equation, which has the linearly independent solutions \(J_l(\varrho)\), the Bessel functions of the first kind, or simply Bessel functions, and \(N_l(\varrho)\), referred to as the Bessel functions of the second kind, Neumann functions, or Weber functions. The linear combinations \(H^+_l(\varrho) = J_l(\varrho) \pm i N_l(\varrho)\), called Hankel functions or Bessel functions of the third kind are in the asymptotical limit outgoing \((H^+_l(\varrho))\) and incoming \((H^-_l(\varrho))\) circular waves:
\[
H^\pm_l(\varrho) \rightarrow \frac{\varrho^{-1/2} e^\mp il \left( -\frac{\varrho}{2} - \frac{\delta_l}{4} \right)}{\sqrt{\pi}}, \tag{2.11}
\]
The general solutions of Eq. (2.10) for \(V(r) = 0\) and positive energy \(E\) can be written as
\[
R^{(0)}_{k,l}(r) = c^- H^-_l(\varrho) + c^+ e^{i\delta_l} H^+_l(\varrho) \text{ (times an overall phase factor).}
\]
For zero absorption \(c^- = c^+ = c\) because the incoming and the outgoing probability flux have to be the same and \(\delta_l = 0\) because \(R^{(0)}_{k,l}(r) \rightarrow \infty\) as \(\varrho \rightarrow 0\) for \(\delta_l \neq 0\). Therefore the general solutions to Eq. (2.7) for \(V(r) = 0\) and positive \(E\), the free circular wave functions are
\[
\Psi^{(0)}_{k,l}(r, \varphi) = \sqrt{\frac{k}{2\pi}} J_l(kr) e^{il\varphi}, \tag{2.12}
\]
with \(J_l(\varrho) = (H^-_l(\varrho) + H^+_l(\varrho))/2\) and \(c = k\) from normalization in the extended sense:
\[
\langle \Psi^{(0)}_{k,l} | \Psi^{(0)}_{k',l'} \rangle = \delta(k - k')\delta_{ll'}. \]
It can be seen from Eq. (2.11) that the probability per unit area of finding a free particle in the state \(\Psi^{(0)}_{k,l}(r, \varphi)\) falls off asymptotically as \(1/r\). In comparison, in 3D space, the free spherical waves are [87]:
\[
Y^{(0)}_{k,l,m}(r, \varphi, \theta) = \sqrt{\frac{2k^2}{\pi}} j_l(kr) Y^m_l(\varphi, \theta), \tag{2.13}
\]
with the spherical Bessel functions \( j_l(kr) = \sqrt{\pi/(2kr)}J_{l+1/2}(kr) \) and the spherical harmonics \( Y_l^m(\varphi, \theta) \). The probability per volume of finding a free particle in the state \( \Upsilon_{k,l,m}^0(r, \varphi, \theta) \) falls off asymptotically as \( 1/r^2 \) since \( j_0(kr) = \sin(kr)/(kr) \). This more rapid decay in three dimensions, which assures particle conservation, is of purely geometrical nature.

For a localized potential \( V(r, \varphi) \) that vanishes for \( r \to \infty \), the Hankel functions are asymptotic solutions to the radial equation Eq. (2.10). The general solutions \( \Psi_{k,l} \) still have to guarantee particle conservations \( (c^- = c^+) \), but the \( \delta_l \) are not zero: their values are determined by imposing continuity between the asymptotic solution

\[
\Psi_{k,l}(r, \varphi) \propto \frac{\Phi_l(\varphi) e^{-ikr}e^{i(l\frac{\theta}{2} + \frac{\pi}{4})} + e^{ikr}e^{-i(l\frac{\theta}{2} + \frac{\pi}{4})}e^{2i\delta_l}}{\sqrt{2kr}}
\]

(2.14)

and the full radial equation Eq. (2.10). The quantity \( \delta_l \) defined this way is called the phase shift of the partial wave \( \Psi_{k,l}(r, \varphi) \). This expression can be explained in the following way: as the incoming circular wave of a particle with energy \( E \) and angular momentum \( l \) approaches the zone of influence of the potential, it is more and more perturbed by the potential. When, after turning back, it is transformed into an outgoing circular wave, it has accumulated a phase shift of \( 2\delta_l \) relative to the free outgoing wave for a zero potential.

If absorption occurs, the amplitude of the outgoing wave will be reduced. This is described mathematically by a complex phase shift \( \eta_l = \delta_l + i\alpha_l \) with the factor \( e^{2\eta_l} = e^{-2\alpha_l}e^{2i\delta_l} \) in Eq. (2.14) reducing the outgoing wave. \( \alpha_l = 0 \) means no absorption and \( \alpha_l = \infty \) total absorption. Note that for full absorption, the partial wave \( \Psi_{k,l}(r, \varphi) \) differs from the free wave \( \Psi_{k,l}^0(r, \varphi) \) by the missing outgoing wave, i.e. there are strong scattering effects. In optics, this typical wave phenomenon is referred to as shadow or black dot scattering.

The probability per area of finding a particle that is in the state of a free circular wave function rises from the origin of the coordinate system like

\[
|\Psi_{k,l,m}^0(r, \varphi)|^2 \approx \frac{k}{kr \to 0} \left( \frac{kr}{2\pi} \right)^{2l}.
\]

(2.15)

Thus particles with high angular momentum \( l \) and small energy (small \( k \)) will be less affected by a potential localized at \( r = 0 \). For the scattering of surface-state electrons by adatoms with electron energies close to the fermi energy, it is sufficient to consider \( s \)-wave \( (l = 0) \) scattering only, because \( k_F \approx 0.1 \ \text{Å}^{-1} \) (Table 3.1) and the range \( r_0 \) of the scattering potential is typically \( r_0 \approx 1 \ \text{Å} \) (basically determined by one over the Thomas-Fermi screening length of the bulk electrons), i.e. \( p \)-waves \( (l = 1) \) have more then two orders of magnitude less overlap with the scattering potential.
Whereas in scattering experiments only the flux of the outgoing wave is accessible, it is possible with STM to directly observe the space and energy dependence of the LDOS of the scattered partial waves. The LDOS of a free 2DEG of independent electrons is given by incoherent summation of the absolute values of the free circular waves over all \( l \) and the two spin directions (that are assumed to be degenerate):

\[
\rho^{(0)}(E, r, \varphi) = 2 \sum_{l=-\infty}^{+\infty} |\Psi_{k,i}^{(0)}(r, \varphi)|^2 = \frac{m^*}{\pi \hbar^2},
\]

which is a constant \( L_0 = \frac{m^*}{\pi \hbar^2} \) in space and energy starting at the onset of the 2DEG which has been set equal to zero in this section. The change in the LDOS due to scattered partial waves of energy \( E \), with \( k(E) \) determined by the dispersion of the 2DEG, is given by:

\[
\Delta \rho(E, r) = 2 \sum_{l=-\infty}^{+\infty} \left( |\Psi_{k,i}(r, \varphi)|^2 - |\Psi_{k,i}^{(0)}(r, \varphi)|^2 \right)
\]

\[
\xrightarrow{kr \to \infty} \sum_{l=-\infty}^{+\infty} \frac{k^2}{\pi} \frac{1}{kr} \left[ e^{-\alpha_k} - 1 \right] + e^{-2\alpha_k} \sin(2kr + l\pi + 2\delta_l) - \sin(2kr + l\pi)
\]

\[
\xrightarrow{\alpha_k \to 0} \sum_{l=-\infty}^{+\infty} \frac{k^2}{\pi} \frac{1}{kr} \left[ \sin(2kr + l\pi + 2\delta_l) - \sin(2kr + l\pi) \right],
\]

which is a function with period \( \pi \) of the phase shift valid for \( kr \gg 1 \). The change in the electron density \( \Delta n(r) \) of the 2DEG is given by summation over the \( \Delta \rho(E, r) \) of all occupied \( \Psi_{k,l} \). At low temperatures, the discontinuity in the electron occupation at the Fermi surface causes oscillation of \( \Delta n(r) \) with wave number \( 2k_F \). Friedel examined such oscillations to calculate the conductivity of dilute metallic alloys [88]. Whereas Friedel oscillations escape from direct observation in the bulk, they become apparent at the surface [89]. STM topographs taken at low bias directly reflect the oscillating LDOS close to \( E_F \), enabling direct observation of the Friedel oscillations. Such oscillations of surface-state electrons can be seen in Fig. 3.1 where the scattering occurs at step edges and impurities.

### 2.3 Scattering resonance and Fano line shapes

When an atom chemisorbs on a metal surface, an electron in an atomic orbit \( \Phi_a \) has a finite transition probability to the continuum of conduction band states because of hybridization. The coupling to the continuum of states shifts and spreads out the
discrete energy $E_a$ of the atomic level to a resonance of energy levels at $E_r = E_a + \Lambda$ of the combined substrate-adatom system [90, 91]. This resonance is also referred to as quasidiscrete level or virtual bound state: the electrons spend a relatively large proportion of the time in the region of the adatom, but it is not a bound state because the wave functions become Bloch states far from the adsorbate. For weak coupling, the width $\Gamma$ of the resonance is related to the lifetime $\tau$ of the electron to stay in the atomic orbit by $\Gamma = \hbar/\tau$. $\tau$ is also referred to as the mean autoionisation time. Mathematically, the lifetime of the quasidiscrete state can be described by a complex energy $E = E_r + i\Gamma/2$ of the electron: the time factor of the wave function $e^{-iEt/\hbar} = e^{-iE_r t/\hbar} e^{-t^{2}/2\hbar}$ from the imaginary energy part damps the probability of finding the electron in the atomic orbit exponentially with time by $e^{-t/\tau}$.

The LDOS of the atomic orbit is converted by the chemisorption interaction from a discrete delta function at $E_a$ to a Lorentzian density around $E_r$. The LDOS of the conduction electrons as a function of energy depends on the distance to the adatom: the quasidiscrete state gives rise to a scattering resonance of the conduction electrons with strongly energy dependent phase shifts $\delta_i(E)$ close to $E_r$. For a small imaginary energy, $\delta_i(E)$ can be approximated by a resonance law [92,93] (similar to the law of the phase shift of a damped swinging mass to an oscillating excitation force)

$$\delta_0(E) = \delta_{bg} + \frac{\pi}{2} \pm \arctan \varepsilon, \quad (2.18)$$

where $\varepsilon = (E - E_r)/(\Gamma/2)$ and $\delta_{bg}$ is the background phase shift far away from $E_r$ due to other adsorbate–metal interactions such as hybridization of the other adsorbate electronic states. The total change of the phase shift over the whole resonance varies from $\delta_{bg}$ at $\varepsilon = -\infty$ to $\delta_{bg} \pm \pi$ at $\varepsilon = \infty$. The energy dependence of the change of the conduction electron LDOS $\Delta \rho_i(E, r)$ (Eq. (2.17)) with a resonantly increasing scattering phase shift $\delta_i(E)$ given by Eq. (2.18) can be transformed to

$$\Delta \rho_i(E, r) \sim \frac{k^2}{2\pi} \frac{1}{k r} \left[ \sin(2 k r + \beta \sigma + 2 \delta_{bg}) - \sin(2 k r + \beta \sigma) + 2 a(\beta) \frac{2 q(\beta) \varepsilon + q(\beta)^2 - 1}{\varepsilon^2 + 1} \right], \quad (2.19)$$

with $q(\beta) = \sin(\beta)/\cos(\beta)$, $a(\beta) = \cos^2(\beta)$, and $\beta = k r - \frac{\Gamma r}{2} - \frac{\pi}{4} + \delta_{bg}$. For weak dispersion within the resonance, i.e. $k(E) \approx k(E_r)$, $q(k, r)$ and $A(k, r)$ can be assumed to be energy independent. The line shape of Eq. (2.19) as a function of $\varepsilon$ is then primarily determined by $q(\tau)$ in the last term of the equation (Fig. 2.3). $q$ is referred to as the Fano line shape parameter after Ugo Fano who studied such line shapes in the context of atomic excitation spectra [93,94].
2.3. SCATTERING RESONANCE AND FANO LINE SHAPES

![Graph showing Fano line shapes](image)

**Figure 2.3:** Fano line shapes \((\varepsilon + q)^2 / (\varepsilon^2 + 1) = 1 + (2q\varepsilon + q^2 - 1) / (\varepsilon^2 + 1)\), see Eq.(2.28)) for different values of the Fano line shape parameter \(q\). The Fano line shape is a negative Lorentzian for \(q = 0\), a positive Lorentzian for \(q = \pm\infty\) and most asymmetric for \(q = \pm 1\). The maxima are at \(\varepsilon = 1/q\) with an amplitude of \(1 + q^2\). Reverse the scale of abscissas for negative \(q\).

![Energy scheme of the resonant level model](image)

**Figure 2.4:** Energy scheme of the resonant level model. The adsorbate level \(E_a\) is coupled to the conduction levels \(E_k\) via the hybridization matrices \(V_{ka}\). The thick horizontal lines are the discrete energy levels with no hybridization present. The interaction broadens and shifts the adsorbate's density of states \(\rho_a(E)\) and modifies the conduction electron density of states \(\rho_c(E)\).

2.3.1 The non-interacting resonant level model

The electronics of an adsorbate on a metal surface can be described by a very general Hamiltonian specifying all the electrons and their interactions, but first principle calculations based on such a Hamiltonian would be difficult due to the strong Coulomb interactions. Instead, adsorbate effects are commonly calculated from a simpler phenomenological model Hamiltonian, the resonant level model (RLM) Hamiltonian [90,93,95,96], which describes the low energy excitations associated with the adsorbate and ignores features that are not directly relevant to the calculation of the adsorbate effects. The Fano resonances can be derived from the RLM Hamiltonian, also called Newns-Fano Hamiltonian or non-interacting Anderson Hamiltonian, using the Green’s function techniques. The RLM Hamiltonian reads, in the non-degenerate second-quantized form:

\[
H = \sum_k E_k n_k + E_a n_a + \sum_k [V_{ka} c_k^\dagger c_a + V_{ka}^* c_a^\dagger c_k], \tag{2.20}
\]

where the first term represents the conduction band of the metal substrate, \(E_k\) is the energy of the conduction band electronic state of wavevector \(k\), \(c_k^\dagger\) and \(c_k\) are the corresponding creation and annihilation operators, and \(n_k = c_k^\dagger c_k\) is the electron number operator. The conduction states are characterized by their density of states given by \(\rho^c(E) = \sum_k \delta(E - E_k)\). The second term in Eq. (2.20) represents the single localized
adatom orbital $\Phi_a(\mathbf{r})$ of energy $E_a$, $n_a = c_a^\dagger c_a$ is the number operator for the adatom orbital. The third term in Eq. (2.20) represents the hybridization energy between the localized state and the conduction band wave functions of the metal. The products of the creation and annihilation operators describe the hopping of electrons away from (first term) and to (complex conjugate of the first term) the adatom, with a weight given by the hybridization matrices $V_{ka}$ (Fig. 2.4).

### 2.3.2 The adsorbate LDOS

The retarded one-electron Green's operator of the Hamiltonian $H$, fourier transformed to the energy (frequency) representation, is given by

$$G(E + i\eta) = \frac{1}{E + i\eta - H},$$

(2.21)

with infinitesimal positive $\eta \to 0^+$. The adsorbate projected Green's function $G_{aa}(E + i\eta) = \langle a | G(E + i\eta) | a \rangle$ may be renormalized to

$$G_{aa}(E + i\eta) = \frac{1}{E + i\eta - E_a - \Sigma_{aa}(E + i\eta)},$$

(2.22)

with the complex self-energy

$$\Sigma_{aa}(E + i\eta) = \sum_k \frac{|V_{ka}|^2}{E + i\eta - E_k}$$

$$= \lim_{\eta \to 0} \Lambda(E) - \frac{\Gamma(E)}{2},$$

(2.23)

where $\Gamma(E) = 2\pi \sum_k |V_{ka}|^2 \delta(E - E_k)$ is a weighted density of states (replacing $|V_{ka}|^2$ by its average value $\langle V^2 \rangle$ gives $\Gamma(E) = 2\pi \langle V^2 \rangle n_0(E)$, where $n_0$ is the density of conduction states in the absence of the adsorbate). The shift of the resonance $\Lambda(E) = (1/\pi) \mathcal{P} \int_{-\infty}^{\infty} \Gamma(E')/(E - E')dE'$ is the Hilbert transform of $\Gamma$ according to the Kramers-Kronig relation. $\mathcal{P}$ denotes the Cauchy principle value of the integral. Thus, the renormalized Hamiltonian is complex $H'(E) = E_a + \Lambda(E) - i\Gamma(E)/2$ with a life time given by $\tau = \hbar/\Gamma$, as explained in Section 2.3. The adsorbate projected LDOS is

$$\rho_a(E) = \lim_{\eta \to 0} \left[ -\frac{1}{\pi} \text{Im} G_{aa}(E + i\eta) \right]$$

$$= \frac{\Gamma(E)}{2\pi} \frac{1}{(E - E_a - \Lambda(E))^2 + (\Gamma(E)/2)^2}$$

$$= \frac{2}{\pi \Gamma(E)} \frac{1}{1 + \epsilon^2}$$

(2.24)

with

$$\epsilon = \frac{E - E_a - \Lambda(E)}{\Gamma/2}.$$  

(2.25)
In the wide band limit, $\Gamma(E) \approx \Gamma(E_a)$ and $\Lambda(E) \approx \Lambda(E_a)$ are only weakly dependent on energy and $\rho_\alpha(E)$ is a Lorentzian shaped resonance at $E_r = E_a + \Lambda(E_a)$ of full width $\Gamma(E_a)$ at half maximum (fwhm). Thus, the effect of the hybridization is to shift and broaden the discrete energy level of the adatom, as described in Section 2.3.

### 2.3.3 The conduction band electron LDOS

The change $\Delta G_c$ of the free conduction electrons Green’s function $G_c = G_c^0 + \Delta G_c$ due to the presence of the adsorbate can be determined by the $t$ matrix technique:

$$\Delta G_c = G_c^0 + t G_c^0 t^\dagger.$$  \hfill (2.26)

For $V = V_{k_0}$ (s-wave scattering), the $t$ matrix is proportional to the adsorbate projected Green’s function $G_{aa}$ [48, 95]:

$$t(E) = \frac{\Gamma}{2\pi \rho_0} G_{aa}(E).$$  \hfill (2.27)

The perturbation in the conduction electron LDOS $\Delta \rho_c$ is given by:

$$\Delta \rho_c(E) = \lim_{\eta \to 0} \left[ -\frac{1}{\pi} \text{Im} \Delta G_c(E + i\eta) \right]$$

$$= -\frac{1}{\pi} \text{Im} G_c^0(E)^2 \left[ (q^2 - 1) \text{Im} t(E) - 2q \text{Re} t(E) \right]$$

$$= \frac{1}{\rho_0 \pi^2} a(E) \frac{2q(E) \varepsilon + q(E)^2 - 1}{1 + \varepsilon^2},$$  \hfill (2.28)

where $\text{Re} t(E) = -\varepsilon \text{Im} t(E) = \frac{1}{\pi \rho_0} \frac{\varepsilon}{1 + \varepsilon^2}$, $a(E) = (\text{Im} G_c^0(E))^2$ and the Fano line shape parameter

$$q(E) = \frac{\text{Re} G_c^0(E)}{\text{Im} G_c^0(E)}.  \hfill (2.29)$$

If the adsorbate resonance is sharp, the energy dependence of $q$ can be neglected within the resonance. But $q$ will vary strongly with the distance to the adsorbate because of its dependence on the conduction electron Green’s functions. For example, the Green’s function $G_c^0 = \sum_k G_{kk}^0(E, \mathbf{r}, \mathbf{r}')$ of free 2d electrons of positive energy $E = \hbar k^2/2m$ in the $\mathbf{r}$-representation are [97]:

$$G_c^0(E, \mathbf{r}, \mathbf{r}') = -\frac{i}{4} H_0^+(k(\mathbf{r} - \mathbf{r}')).$$  \hfill (2.30)

The corresponding $q(r)$ oscillates between $-\infty$ and $\infty$, i.e. the Fano line shapes change from Lorentzian dips to peaks with an oscillation period given by the wave number $k(E_r)$. 
2.3.4 The tunneling conductance

For the atomic physics processes like light absorption studied by Fano [93,94], both the discrete state under investigation and the probe state, that is the initially excited decaying or autolionizing state, are atomic states spatially localized at the same site by the same atomic central potential. This means that only the value of $q$ with the probe's focus fixed at the site of the discrete state can be determined.

In contrast, the spatial degree of freedom the STM, i.e. the possibility to move the probe (the tip) with respect to the adsorbate, introduces the possibility to measure the distance dependence of $q$. Tunneling may take place directly into the adsorbate LDOS as well as into the perturbed conduction band LDOS, dependent on the strength of the corresponding tunneling matrices. The tunneling matrices depend on the overlap of the tip wave function $\Phi_t(r)$ with the adsorbate $\Phi_a(r)$ and conduction electron wave functions. Tunneling into the adsorbate LDOS will be localized close to the adsorbate site with an approximately exponential drop off with the tip-adsorbate distance:

$$T_{ta}(r_t, r_a) = \int d^3 r \Phi_t^*(r-r_a) \nu_{ta}(r_t; r; r_a) \Phi_a(r-r_a)$$

$$\propto e^{-\frac{d_{ta}}{\alpha}},$$

(2.31)

where $\nu_{ta}$ is the potential representing the mutual interaction of the tip and the adsorbate, $d_{ta}$ the tip-adsorbate distance (Fig. 2.5), and $\alpha$ an effective decay constant. The presence of the adsorbate effects the conduction LDOS over a long range. Tunneling into the perturbed conduction LDOS can be interpreted as an indirect tunneling into the adsorbate LDOS via tunneling into the conduction states, conduction state propagation and hopping to the adsorbate state. Both tunneling channels, the direct one into the adsorbate LDOS and the indirect one via the conduction states, interfere, i.e. $q$ can be approximated as the sum of two terms [55,98]:

$$q(r_t) = \frac{\text{Re } G_c(r_{ta}) + D(d_{ta})}{\text{Im } G_c(r_{ta})},$$

(2.32)

where $D(d_{ta}) = D_0 e^{-\frac{d_{ta}}{\alpha}}$. $D_0$ is a constant dependent on the strength of the coupling of the conduction states to the adsorbate and the tip, and $G_c$ is the Green's function of the conduction electrons as seen by the tip [98].
Chapter 3

The \( s-p \)-derived noble metal (111) surface states

Surface states are electron states localized close to the surface of a solid. The envelope of their probability amplitude decays exponentially into the vacuum as well as into the bulk, with an oscillating penetration of a few atomic layers (Fig. 3.3). The origin of surface states lies in the breaking of the translational symmetry perpendicular to the surface: In an infinite crystal complex Bloch wave vectors are forbidden because

![STM topographs](image)

**Figure 3.1:** STM topographs (70 nm \( \times \) 70 nm, bias 50 mV) of the noble metal (111) surfaces with low coverages \( \theta \approx 10^{-4} \) ML of Co adatoms (white dots). Friedel oscillations of the surface state electron density can be seen at the atomic steps and around adatoms and impurities. The insets are the Fourier transforms of the images, with the Fermi surface at \( \pm 2|k_F| \). (A) Cu(111): the black dots are impurities of unknown chemical identity. (B) Ag(111). (C) The Au(111) surface is reconstructed, known as the "herringbone" reconstruction. The "soliton" walls (the zig-zag lines) separate hcp and fcc domains. The Fourier transform (from a different image) reproduces the long-range \( 2 \times \sqrt{3} \) symmetry of the reconstruction.
Figure 3.2: (A) Calculated bulk bands of Cu. No band crosses the Fermi energy along the direction \(\Gamma L\). It is in this so called L gap that the \(s-p\) derived surface state exists. (Figure from Ref. [99].) (B) First Brillouin zone for an fcc lattice and the corresponding surface Brillouin zone (SBZ) for the (111) surface. The distance \(\overline{\Gamma K}\) is given by \(4\pi/3a\), where \(a\) is the next neighbor distance. (Figure from Ref. [100].) (C) Electronic band structure of the (111) surface of Cu in the SBZ center around \(\overline{\Gamma}\). There exist bulk states in the gray regions. The dispersion of the surface state (solid line) is parabolic with a positive effective mass of \(m^* = 0.38m_e\). (Reproduced from Ref. [101].)

the corresponding wave functions grow exponentially and can thus not be normalized. But at a surface, exponentially growing wave functions can be matched to exponentially decaying vacuum tails. Parallel to the surface, the surface state electrons are free to move and consequently constitute a good approach to a dynamically two-dimensional electron gas (2DEG). Since the 2D translational symmetry parallel to the surface persists, the surface states can be characterized by the Bloch wave vector \(k_\parallel\). A prerequisite for the existence of a true surface state is the absence of bulk states with the same energy and same \(k_\parallel\) (Fig. 3.2). When a surface state band crosses a bulk band, so-called surface resonances appear, which are extended states with an enhanced probability amplitude at the surface.

The total number of bulk states in a real sample is comparable to the number of atoms, i.e. \(\approx 10^{23}\), whereas the number of surface states is of the order of the number of surface atoms of the sample, i.e. \(\approx 10^{15}\). Thus there are about \(10^8\) bulk states per surface state in a macroscopic sample. Therefore the surface states can be completely neglected when one is interested in bulk properties. However, surface properties are influenced by surface states because they contribute a considerable fraction to the
Table 3.1: Characteristics of the s-p-derived noble metal (111) surface-states: STS values for the band onset energies $E_F$ [31], effective masses $m^*$ [31], Fermi wave vectors $k_F^b$ as well as the bulk Fermi wave vectors $k_F^b$ [128] and their smallest components $k_F^b\parallel$ parallel to the surface [101], Fermi wavelengths $\lambda_F^b/2 = \pi/k_F^b$, total surface-state electron density $n_0 = |E_F|m^*/(\pi\hbar^2)$, and quasi-surface-state electron life times $\tau_{E_F}$ at the band onset energies [31] as well as the calculated bulk – surface-state band crossing energies $E_{bc}$ [101].

Local density of states at the surface. For example, they affect the physisorption potential [12,102,103], their contribution is relevant for the total energy balance of surface reconstructions [104,105], they play an important role in the epitaxial growth on metal surfaces [103,106], and even the equilibrium crystal shape may be influenced through surface-state mediated interactions between step edges [107], in a way similar to the adsorbate-adsorbate interactions described in Chapter 4.

Surface states are present on many different crystal surfaces of metals and semiconductors [11,12,100,108]. The noble metal (111) surfaces harbor s-p-derived surface states placed in a bulk band gap around the Fermi energy. The gap results from an s-p band crossing in the ΓL projected bulk band structure in the SBZ center around Γ (Fig. 3.2). There are two further surface states on the noble metal (111) surfaces but their bands are far away from the Fermi energy, i.e. they are difficult to access by STS and they are irrelevant to physical effects happening at the Fermi edge like the ones studied here. The s-p-derived surface states have been extensively studied by angle-resolved photoemission spectroscopy [86,109–123] and k-resolved inverse photoemission spectroscopy [124–127], and STM [14–33]. The fact that similar dispersions of the surface states have been found by photoemission spectroscopy and STS establishes the STM as a new spectroscopic surface analysis tool. In the surface plane, the surface state’s dispersion is parabolic and isotropic:

$$E = E_F + \frac{\hbar^2}{2m^*}k^2$$

(3.1)

with positive effective masses $m^*$ and an energy onset $E_F$ below the Fermi energy (Table 3.1).

Deviations from the parabolic behavior only start at energies higher than 1 eV above the Fermi energy, band crossing with bulk bands occurs at $\approx$1 eV (Table 3.1). As derived
in Section 2.2, the LDOS of a 2DEG with a free dispersion like in Eq. (3.1) sets on with a step at $E_F$ and is constant for higher energies, $\rho_{2D}(E) = L_0 \Theta(E - E_F)$, where $\Theta$ is the step function. STS spectra taken on flat terraces far from impurities show such a behavior (Fig. 3.4). That the onset is not abrupt is due to the limited lifetimes of the surface-state quasiparticles [31]. Thermal excitations ($\approx 0.5$ meV at 6 K) at the operating temperature of the STM are negligible. Lifetimes of the surface-state electrons at $E_F$ derived from the width of the surface-state onset are given in Table 3.1.

From Eq. 2.1 one could argue that the surface-state electrons hardly contribute to the tunneling current because they have no momentum perpendicular to the surface, i.e. little momentum towards the tip. That they do contribute and even dominate the tunneling current at the onset of the surface-state (Fig. 3.4) is due to their limited lifetimes: For a typical tunneling current of 1 nA, one electron tunnels on average every 0.16 ns which is about three orders of magnitude longer than the lifetimes of the surface-state electrons (Table 3.1). As a consequence, the electron can easily scatter into other single-particle states during the "slow" tunneling process, i.e. the relaxation rate is faster than the tunneling rate so that current may flow [130].

The total density $n_0$ of the surface-state electron gas is given by $n_0 = |E_F|L_0$ (Table 3.1). Compared to other 2DEG systems, the noble metal (111) surface-states constitute a high-density 2DEG ($n_0 \approx 10^{13}$ electrons/cm$^2$) of low-mobility $\mu = e\tau/m^*$. Other
2DEGs are realized for example in the metal-oxide-semiconductor field effect transistor (MOSFET) with $n_0$ tunable form 0 to $10^{13}$ electrons/cm$^2$, in semiconductor heterojunctions with $n_0 \approx 10^{11} - 10^{12}$ electrons/cm$^2$ [131], or on the surface of liquid helium with $n_0 = 10^5 - 10^9$ electrons/cm$^2$, where the electrons are trapped by a combination of an electric field and an image potential [132,133].

The surface-state electrons are surrounded by the highly polarizable bulk electron gas. It screens the Coulomb field of each surface-state electron by a positively charged depletion cloud of bulk electrons. The screening is very efficient because on the one hand there are about $10^8$ bulk states for every surface-state and on the other hand because the Thomas-Fermi screening length of the bulk electrons is about one order of magnitude shorter than the one of the surface-state electrons (Table 3.1). The surface-state electrons thus effectively behave like uncharged and independent particles. As a consequence, external potentials are not screened by the surface-state electrons in a Thomas-Fermi way (which in the reason for the pronounced LDOS oscillations around scatterers as seen in Fig. 3.1) and the lifetimes of surface-state quasiparticles with energies far above the Fermi energy are mainly governed by inelastic electron-electron scattering with bulk electrons [28].
Chapter 4

Long-range adsorbate interactions mediated by a two-dimensional electron gas

4.1 Thermal hopping rate of individual adsorbates

The dynamics of an atom adsorbed on a surface is fundamentally a complex quantum-mechanical problem. An important simplification is obtained by using the Born-Oppenheimer approximation to separate the motion of the nuclei from the electronic degrees of freedom and by neglecting quantum-mechanical effects of the adatom like tunneling and zero-point motion, which are good approximations for the massive Co and Cu atoms studied here. Due to the periodic arrangement of the surrounding substrate atoms, the adsorbed atoms experience a periodic potential along the surface. In order to diffuse, the adatom must pass over the energy barrier that separates regions of lower energies from each other, the surface lattice sites. The barrier region, called bridge site or saddle point, is a transition state, a state that must be visited during the passage from one site to another and it acts as a bottleneck for the transition reaction. The migration barrier $E_m$ for diffusion is the difference between the barrier energy and minimum energy of the potential along the surface. If $E_m$ is large compared with the thermal energy $k_B T$, the adatoms are mainly localized at fixed surface lattice sites with occasional hops to neighboring sites driven by the substrate's heat bath providing stochastic excitations. With the assumption of $E_m \gg k_B T$, the hopping rate of uncorrelated jumps between adjacent lattice sites can be quantified according to transition state theory (TST) [134–137] in the form of an Arrhenius law:

$$\nu(T) = \nu_0(T) e^{-\frac{E_m}{k_B T}},$$  \hspace{1cm} (4.1)
where the Boltzmann factor is given by one over the exponent of the proportion of the migration barrier \( E_m \) to the thermal energy \( k_B T \). Eq. (4.1) can be derived from thermal equilibrium considerations about the speed and the position of the adatom within the potential landscape of the substrate. The prefactor of Eq. (4.1), the attempt frequency \( \nu_0 \), is given by the frequency-product formula of Vineyard for a single adsorbate [138]:

\[
\nu_0(T) = \frac{\prod_{i=1}^{3N+3} \nu_i^I}{\prod_{i=1}^{3N+2} \nu_i^T},
\]

(4.2)

where \( \nu_i^I \) and \( \nu_i^T \) are all the harmonic-vibration frequencies of the whole system with the adsorbate in the initial lattice site and in the transition state, respectively, and \( N \) denotes the number of atoms of the substrate. The attempt frequency is a measure of the entropy at the transition state, as compared to that of the initial state. The frequencies \( \nu_i^I \) and \( \nu_i^T \) that are most strongly coupled to the motion of the adatom are roughly proportional to the harmonic-vibration frequency of the potential-energy minimum at the initial site and the maximum at the transition site, respectively. If the substrate is not strongly perturbed by the motion of the adatom, the dependence of \( \nu_0 \) on all frequencies other than those associated with the adatom may be neglected [139,140], i.e. \( N = 0 \). Usually the frequencies lie in the range 1-10 THz, and \( \nu_0 \) is expected to lie in that range, as well [141,142]. \( \nu_0 \), essentially determined by the curvature of the potential energy minimum and maximum, scales weakly as \( \nu_0 \propto \sqrt{E_m} \) on the distance of the minimum of energy to the maximum of energy, i.e. the migration barrier. This counteraction of the prefactor to the Boltzmann factor is referred to as the compensation effect.

The hopping rate \( \nu(T) \) of isolated adsorbates as a function of temperature is measured here in a most direct way by tracing their trajectory on consecutive STM images taken from the same surface area. In comparison to other, established techniques for the determination of the diffusion rate, the direct STM method used here has the advantage of the control of the surface quality, the high number of systems that can be investigated and the close link to the transition-state theory. Much care has to be taken to avoid tip influences on the diffusion rate. That the tip might interact strongly with adsorbates is known from atom manipulation experiments, where the tip is used to move adsorbates [143–147]. Here, the tip influence was minimized by increasing the tip-surface distance, i.e. lowering the electric field \( I \approx 50 \) pA with \( U \approx 300 \) mV, \( R \approx 6 \) G\( \Omega \) and by increasing the scanning speed, i.e. the time of influence of the electric field on the adsorbate, as much as possible without loosing the necessary resolution to resolve the single hopping events. The influence of the tip on the hopping rate was controlled by comparing the diffusion rates determined with different image recording rates: As soon
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Figure 4.1: Arrhenius plot of the hopping rates of isolated Co adatoms ($\nu_0 = 3 \times 10^{13}$ Hz, $E_m = 50 \pm 2$ meV) and H-Co adsorbates ($\nu_0 = 2 \times 10^9$ Hz, $E_m = 38 \pm 2$ meV) on the Ag(111) surface as well as Cu adatoms ($\nu_0 = 1 \times 10^{12.0^{+0.5}}$ Hz, $E_m = 40 \pm 1$ meV) on the Cu(111) surface. The data in gray has been determined from a series of STM images which can be seen animated under: http://www.mpi-stuttgart.mpg.de/KERN/Res_act/supmat_3.html.

as the image recording rate is high enough to record every hopping event, increasing the image recording rate should not influence the observed hopping rate unless there are tip influences. We found that for $R > 100$ M$\Omega$ increasing the image recording rate four fold did not alter the hopping rates more than within the statistical error.

The average hopping rate $\nu(T)$ of a single adatom is given by the total number of hopping events within a series of STM images taken at temperature $T$ divided by the number of adsorbates on the scanned surface area and the time elapsed during the series of images. An animated series of STM images used to determine the hopping rate of Cu adatoms on Cu(111) at 13.5 K can be found at:
http://www.mpi-stuttgart.mpg.de/KERN/Res_act/supmat_1_1.html

The frames of this movie (35 nm $\times$ 35 nm, bias = 100 mV, $I = 1$ nA, $T = 13.5$ K, 120 s per frame) are topographs of the Cu(111) surface, the white spots are Cu adatoms, the black spots are impurities. Each data point $\nu(T)$ in Fig. 4.1 is from such a series of $\approx$20 STM topograph. Generally, low adsorbate coverages $\theta \approx 10^{-4}$ ML have been used to minimize the effects of adsorbate-adsorbate interactions on the hopping rate. The image sizes ($\approx$50 nm) were chosen to include as many adsorbates as possible to improve the statistics under the restriction that the jumps of the adsorbates are resolved (for example 4 Å for jumps from fcc to fcc sites on Cu(111)). To simplify the analysis care
Figure 4.2: Constant current STM image (30 nm x 30 nm, I = 0.8 nA, and -60 mV bias) of two Co adatoms (0.8 Å high) and seven H-Co adsorbate complexes (0.6 Å high) on the Ag(111) surface (see also Fig. 5.7(B)). The concentric rings around the adsorbates are the Friedel oscillations in the surface-state electron density.

is taken that the temperature is low enough for the average jump rate (10^{-5} to 10^{-2} Hz, see Fig. 4.1) to stay well below the image recording rate (10^{-2} to 10^{-1} Hz), i.e. it is assumed that every jump is recorded.

The jump rates of the studied systems show an Arrhenius behavior (Fig. 4.1). The experimental migration barrier of Cu/Cu(111) of $E_m = (40 \pm 1)$ meV is within the error of a previously reported value of $E_m = (37 \pm 5)$ meV [44], and compares well with recent ab-initio calculations of $E_m = 50$ meV [148]. The attempt frequency $\nu_0 = 1 \times 10^{12.0 \pm 0.5}$ Hz lies within the usual range of $\nu_0 = 10^{12-13}$ Hz. We observe only jump distances of entire lattice spacings indicative of a significant binding energy difference between the two three-fold hollow sites. In agreement, theory finds the hcp site to be as unstable as the bridge site and therefore predicts diffusion to occur between fcc sites only [148].

4.1.1 The skyhook effect

In this subsection, the effect of hydrogen adsorption to a metal adatom on the diffusion properties of the adatom are investigated. The results are used in Chapter 5.3 to interpret the strong electronic effects the hydrogen induces. Hydrogen adsorbed to a metal adatom is known to weaken the adatom's bond to the substrate, as demonstrated
by thermal diffusion experiments [149,150] and calculations [150,151]. Figuratively, the strong hydrogen bond to the adatom pulls the adatom away from the substrate, sometimes referred to as the "skyhook-effect". Here, the same effect is observed when hydrogenating Co adatoms on the noble metal (111) surfaces. As a consequence, the migration barrier $E_m$ for the thermal diffusion of the H-Co complexes is reduced.

Hydrogenated Co adsorbates are obtained by establishing a background pressure of $10^{-8}$ mbar H$_2$ during the evaporation of the cobalt. On the Ag(111) surface, this procedure results in 90% H-Co complexes that are easily distinguishable from the pure Co adatoms in STM topographs by their apparent height of $\approx 0.6$ Å compared to $\approx 0.8$ Å for the pure Co adatoms (Fig. 4.2), with similar results on the Cu(111) and the Au(111) surface (Fig. 5.7). The diffusion parameters $E_m$ and $\nu_0$ for the two kinds of adsorbates were determined as described above. To avoid relative errors in the temperature and other systematic errors, the measurement was done simultaneously for the two kinds of adsorbates by choosing a coverage of half Co and half H-Co adsorbates. As expected, the migration barrier $E_m = 38 \pm 2$ meV of H-Co/Ag(111) is reduced by the skyhook effect with respect to $E_m = 50 \pm 2$ meV of Co/Ag(111) (Fig. 4.1). The faster diffusion of the H-Co complexes on Ag(111) as compared to the Co adatoms at a substrate temperature of 11 K can be seen in a STM movie at:


The frames (55 nm $\times$ 55 nm, bias = 80 mV, $I = 100$ pA, $T = 16$ K, 130 s per frame) are topographs of the Ag(111) surface, the brighter spots are Co adatoms, the darker spots are H-Co adsorbates. The hopping rate data points in gray in Fig. 4.1 have been determined from this movie. Apart from the reduction of the migration barrier, also the attempt frequency is strongly reduced ($\nu_0 = 2 \times 10^9$ Hz for H-Co/Ag(111) compared to $\nu_0 \approx 10^{13.5}$ Hz for Co/Ag(111)) and falls well below the common value of $\nu_0 = 10^{12-13}$ Hz (Fig. 4.1). The reason for this reduction might be the new elastic degree of freedom between the H and the Co which complicates the migration process of the H-Co complex. TST is not valid if several migration steps for a hopping event are relevant. The compensation effect is too weak to explain the strong reduction in $\nu_0$.

4.2 Surface-state mediated adsorbate interactions

Lateral adsorbate-adsorbate interactions have attracted theoretical [152] and experimental [38] interest since the 1970's. The interactions have several origins which can be divided according to the mutual adsorbate separation. At small interatomic distances direct electronic interaction dominates leading to the formation of localized chemical
bonds. This interaction falls off exponentially and is therefore of very short range. At larger separations adsorbate interactions are predominantly indirect and may be mediated in three ways: electrostatically (dipole-dipole) and elastically (deformation of substrate lattice), which both lead to non-oscillatory interactions which decay monotonically with separation \( r \) as \( 1/r^3 \) [153]. The third way of mediation, which is the subject of this chapter, is by substrate electrons leading to an oscillatory interaction energy: the adsorbates interact via Friedel oscillations through the fact that the binding energy of one adsorbate depends on the substrate electron density, which oscillates around the other. Such oscillatory interactions depend on adsorbate-adsorbate distance as \( \cos(2k_F r)/r^3 \) for the density oscillations of a 3D electron gas at the surface of the substrate and as \( \cos(2k_F r)/r^2 \) for a 2D electron gas [42].

Hence the bulk (3D) electron mediated adsorbate interactions fall off much faster than the dipole-dipole and elastic interactions. The superposition of all three indirect interactions, dipole-dipole, elastic and bulk-electron mediated, leads to complicated behavior with high chemical specificity and a range never exceeding a few atomic distances. In contrast, for substrates with a surface-state band present at the Fermi level, the slow fall off of the interaction mediated by the 2DEG should lead to interactions of extreme long range. First experimental indication of long-range interactions, possibly mediated by surface-state Friedel oscillations, came from equidistant bulk segregated impurities on Cu(111) [43]. Quantitative interaction energies have first been reported by us [45,46] and by Repp et al. [44] for the system Cu/Cu(111). The results of ref. [44] clearly show the predicted oscillation period of \( \lambda_F^2/2 \) and the \( 1/r^2 \)-decay for large distances. However, there are significant deviations from theory in the distance regime where the interactions are expected to be strongest, namely at \( r < 20 \) Å. Quantitative experimental information down to short distances is crucial for two reasons. First, the interactions at these distances become sufficiently strong to delay nucleation and to stabilize an ordered superlattice of adsorbates. Second, experimental data on this length scale are important for comparison with theory since recent DFT-calculations [148,156,157] can now address this distance range, whereby they meet the validity range of scattering theory [158].

Here the disagreement with theory is removed for Cu/Cu(111) by careful analysis of the data in terms of two body interactions only. Furthermore, by investigating the interactions also for Co atoms on Ag(111), it is observed that the oscillation wave length changes according to the surface-state band structure of the respective substrate.

\(^1\)Note that the asymptotic \( \cos(2k_F r)/r^5 \)-decay of this reference only holds for isotropic Fermi-surface. In the general case, one must figure out which \( k \)-vector along the Fermi surface to use. It is the one pointing in the direction of the interaction [154,155].
Figure 4.3: (A) STM topograph (100 mV bias) of Cu adatoms on the Cu(111) surface. The white dots are the Cu adatoms, the black dots are impurities of unknown chemical identity. The image was taken at 6 K after cooling down the sample from 19 K where the Cu adatoms were rapidly diffusing. The Cu adatoms are prevalently frozen close to certain distances $r$ to each other which are favored by the oscillatory surface-state mediated interaction. The numbers in the image are the distances in Å of the adjacent adatoms pairs. The interaction is due to the oscillations in the surface-state electron density, which are imaged as concentric rings around the adatoms. The surface-state density patterns are reproduced by scattering theory calculations using Eq. (2.17) with full absorption ($\alpha = \infty$) and $s$-wave scattering only. The maps (B)-(E) show the calculated surface-state density for two scattering centers with vertical separations $r_n^{\text{min}}$ corresponding to the $n$th interaction energy minima in Fig. 4.4(A):

- (B) $r_1^{\text{min}} = 12$ Å,
- (C) $r_2^{\text{min}} = 27$ Å,
- (D) $r_3^{\text{min}} = 42$ Å, and
- (E) $r_5^{\text{min}} = 72$ Å.
This unambiguously identifies the cause of the interaction as mediation by surface-state electrons. Comparing different adsorbates, Cu and Co atoms, on the same substrate, Cu(111), reveals the insensitivity to the adsorbate’s chemical identity and suggests the general existence of long-range interactions on surface-state substrates.

The lateral adatom interaction is quantified by analyzing extensive STM time sequences in terms of site occupation probabilities as function of adatom distances. In order to focus on two body interactions only nearest neighbor \( nn \)-distances \( r \) are counted, i.e., a distance \( r \) from a selected atom to a nearby atom is counted only if no third scatterer (adatom or impurity) is closer than \( r \). For the low adatom coverages (\( \Theta = 1 \times 10^{-3} \) ML) and the low defect densities (\( \Theta = 2 \times 10^{-4} \) ML) this is a good approximation to the idealized situation of two isolated, interacting adatoms.

A distance histogram \( f(r) \) obtained that way from an STM series recorded at 15.6 K (Fig. 4.4(A)) shows significant oscillatory deviations from random site occupation \( f_{\text{ran}}(r) \), shown as full curve. One finds the following expression for \( f_{\text{ran}}(r) \) at coverage \( \Theta \), image size \( L \times L \), with \( N = L^2 \Theta / A_{\text{unit-cell}} \) atoms per image, and a set of \( n \) images:

\[
 f_{\text{ran}}(r) = 2\pi r \Delta r n \frac{N^2}{L^2} \times \left( 1 - \frac{r^2}{L^2} \right)^N \times \left( \frac{\pi L^2 + (4 - \pi)r^2 - 4rL}{\pi L^2} \right). \tag{4.3}
\]

The first factor is the linearly increasing probability to find a pair of atoms being distance \( r \) apart (the width of the histogram classes is \( \Delta r \)), the second factor accounting for the \( nn \)-statistic is the probability of finding such a pair with no third atom in the area \( \pi r^2 \) around the first, and the third factor accounts in a good approximation for the finite rectangular image size. This function was tested successfully with kinetic Monte-Carlo simulations for statistical growth. Boltzmann statistics yields the differences in adatom binding energy

\[
 E(r) = -k_B T \ln \frac{f(r)}{f_{\text{ran}}(r)}. \tag{4.4}
\]

The curve shown below the histogram in Fig. 4.4(A) is the result of an average of \( E(r) \)-curves obtained from histograms at various temperatures (\( 14.3 < T < 16.2 \) K). The reason to include a range of temperatures is that at higher \( T \), the statistical independence of consecutive images is sufficient also for adsorbates mutually bound in the first profound minimum \( r_{\text{min}} \) of the interaction (Fig. 4.7), whereas the smaller energy variations in the tail of the interaction can better be studied at lower \( T \).

The \( E(r) \)-curve for Cu/Cu(111) clearly shows oscillations in binding energy extending up to 60 Å. For \( r > 20 \) Å, \( E(r) \) behaves as in ref. [44]. However, the data agrees with the scattering theory [158] way down to the first minimum in the interaction energy, where the study [44] found a decrease of the interaction strength. The low count rate
Figure 4.4: nn-distances histograms for (A) Cu/Cu(111) ($\Theta = 1.4 \times 10^{-3}$ ML, $T = 15.6$ K), (B) Co/Cu(111) ($\Theta = 2 \times 10^{-3}$ ML, $T = 10.2$ K) and (C) Co/Ag(111) ($\Theta = 4 \times 10^{-4}$ ML, $T = 18.5$ K) and pair interaction energies $E(r)$ according to Eq. 4.4. Fits to the $E(r)$ data according to Eq. 4.5 are shown as gray lines with $r_0 = 10$ Å in (A), 14 Å in (B), and 3 Å in (C), respectively.
of adatoms separated by \( \approx r_{\text{min}}^1 \) of this study might be due to an insufficient statistical independence of consecutive STM images due to a too low coverage of adatoms at the spotted surface region: if the diffusion of the adatoms is not fast enough and the time between consecutive images is too short, the adatoms may not be able to get close to each other and may thus not probe their mutual interaction. Also, from the published histogram and from the number of distances analyzed, as well as from their formula for \( f_{\text{ran}} \), it can be concluded that the authors of ref. [44] analyzed all interatomic distances and therefore included many-adatom interactions.

For a quantitative comparison with theory the asymptotic \( 1/r^2 \)-model by Hyldgaard et al. [158] is used, establishing a link of \( E(r) \) with the scattering properties of the adsorbates. The fit reveals good agreement between theory and experiment up to the second maximum of the interaction. For smaller \( r \), the \( 1/r^2 \)-law predicts a deeper first minimum than the experimental data. To extend the model to small values of \( r \) a parameter \( r_0 \) is introduced as follows:

\[
E(r) = CE_r \left( \frac{2 \sin \delta_0}{\pi} \right)^2 \frac{\sin(2\pi r + 2\delta_0)}{(k_F r)^2 + (k_F r_0)^2}.
\]  

(4.5)

Fits to the experimental data are shown in Fig. 4.4. Note that similar values for the adsorbate's scattering phase \( \delta_0 \) and for the wave vector \( k_F \) are obtained when fitting without \( r_0 \) and starting from the second maximum of \( E(r) \). The position of the first minimum determines the \( s \)-wave scattering phase \( \delta_0 = (0.50 \pm 0.07)\pi \) and a scattering amplitude of \( C = 0.13 \pm 0.01 \), which are in good agreement with the properties expected of a black-dot scatterer. The best fit is obtained with \( r_0 = 10 \text{ Å} \), meaning that the first minimum is slightly attenuated with respect to a \( 1/r^2 \) behavior, which may be indicative of the onset of repulsive interactions at short distances (see also Fig. 4.5). Notice, however, that the first minimum of \( E(r) \) is clearly more attractive than the second one in contrast to ref. [44]. The wave vector \( k = (0.20 \pm 0.01) \text{ Å}^{-1} \) is in good agreement with Fermi surface-state wave vector \( k_F = 0.21 \text{ Å}^{-1} \) of Cu(111) (Table 3.1).

For short distances, there is a strong repulsion \( E_{\text{max}} \) between the Cu adatoms, before they become bound as dimer at the distance of neighboring fcc sites (the dimer bond energy was calculated to be \( E_0 = 520 \text{ meV} \) [159]). The repulsion is evidenced by the following observations permitting to establish lower bounds of \( E_{\text{max}} \) by comparison with KMC simulations: the absence of dimer formation at 16.5 K after 20 min observation time (\( \Theta = 1.4 \times 10^{-3} \text{ ML} \), image size 800 x 800 \text{ Å}^2) yields \( E_{\text{max}} \geq 13 \text{ meV} \). The observed absence of dimer formation, beyond the few ones expected from statistical growth, for deposition of \( 3 \times 10^{-3} \text{ ML} \) at 19 K equally yields \( E_{\text{max}} \geq 13 \text{ meV} \). From the observation of the onset of dimer formation at 19–21 K reported in ref. [44] one derives
22–28 meV as upper bounds for $E_{\text{max}}$ under the assumptions of $\Theta = 3.0 \times 10^{-3}$ ML and that "onset of dimer formation" corresponds to 10 % of the monomers having formed dimers and trimers after 20 min time. In ab-initio calculations a slightly larger value of $E_{\text{max}} \approx 40$ meV has been reported [148]. For reasons of scale on the energy axis this short-range repulsion is not included in Fig. 4.4. For systems where $E_{\text{max}}$ is of the order of $E_m$, the interaction is of importance in delaying nucleation to much higher coverages than in classical nucleation and growth scenarios [148, 156, 160], which can explain the small apparent diffusion prefactors systematically deduced for systems with small barriers $E_m$ [159, 160].

To investigate how the long-range interactions relate to the adsorbate's chemical nature, pair correlations are in the following explored in the very same way as for Cu also for Co adatoms on Cu(111) (Fig. 4.4(B)). The results are within error bars identical to Cu/Cu(111): $\delta_0 = (0.49 \pm 0.03)\pi$, $C = 0.12 \pm 0.01$, and $k_F = (0.20 \pm 0.01) \text{Å}^{-1}$, and the interaction decays again as $1/r^2$. This suggests the generality of surface-state mediated interactions between adsorbates. The interaction energies determined here for Co adatoms on the Cu(111) surface are in good agreement with recent ab-initio calculations based on the density functional theory and multiple-scattering theory using the Korringa-Kohn-Rostoker Green's function method for low-dimensional systems [157].
The agreement is remarkable considering the minute values of the interaction compared to the binding energies and the statistical experimental method used (Fig. 4.5).

To unequivocally prove the electronic origin of the interaction, its period for Co on Ag(111) is investigated, which has a different surface-state band structure resulting in an expected $E(r)$ period of $\lambda_F^* / 2 = 38 \text{ Å}$ [27]. In agreement, the wavelength of the interaction is more than twice as long as for Cu(111), as is evident from the $E(r)$-curve (Fig. 4.4(C)), the fit yields $\delta_0 = (0.33 \pm 0.02)\pi$ and $k_F = (0.10 \pm 0.02) \text{ Å}^{-1}$ in agreement with $k_F^* = 0.083 \text{ Å}^{-1})$. Co atoms repel each other for $r < 20 \text{ Å}$ and the first minimum in interaction energy is at around 27 Å. The absolute values for $E(r)$ are much smaller than for Cu and Co on Cu(111). This can be attributed to the lower total electron density in the surface-state of Ag(111) as compared to Cu(111) (Table 3.1).

### 4.3 Long-range order

Let us now turn to an important implication of the observed long-range interactions: they may lead to "superstructures" and long-range order between molecular and atomic adsorbates which might be exploited in manifold ways [161]. For systems with a low migration barrier as the ones studied here, the effects of the interaction on the mutual adsorbate distances can directly be observed during the diffusion process at low temperatures over a wide range of hopping rates. But even for systems with higher migration barriers, the interaction will influence the mutual adsorbate distances if the adsorbate have enough time to thermally equilibrate at low temperatures. Thus, not too high migration barriers should not impede the formation of stable long-range ordered structures if the adsorbates are frozen slowly. This has been demonstrated by the distance distribution at room temperature of non-diffusing adatoms on Cu(111) [43] (probably sulfur adatoms with a relatively high migration barrier $E_m \approx 200 \text{ meV}$ [162]), which have been segregated from the bulk by annealing the sample to 900 K. We have tried to grow superstructures of adsorbates by depositing an increasing coverage of adsorbates onto the substrates at temperatures where the adsorbates diffuse, but are not able to overcome the repulsion $E_{max}$ to form dimers. For low coverages ($\approx 10^{-3} \text{ ML}$), an often found structure are curved chains of adsorbates with a $nn$-distance of the first minimum $r_{\text{min}}^\text{nn}$ of the interaction energy (Fig. 4.6(A,C)). Such chains are energetically favorable because for a scattering phase shift of $\pi/2$, the second nearest neighbor distance falls within the second minimum of the pair interaction energy (Fig. 4.7). In principle, additional to the pair interaction studied so far, for structures of more then two adsorbates interactions produced by interference of electrons which propagate the entire superstructure have to
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Figure 4.6: Attempts to create ordered superlattices. The small white dots are Co adatoms, larger white spots are first nucleations of islands. The scattering phase of $\delta_0 = \pi/2$ favors atomic chains but disfavors hexagonal lattices (A)-(B) Co/Cu(111) with $\Theta = 0.005$ ML in (A) and $\Theta = 0.021$ ML in (B) (50 nm × 50 nm, $T_{ads} = 19$ K). (C)-(D) Co/Ag(111) with $\Theta = 0.003$ ML in (C) and $\Theta = 0.012$ ML in (D). For Co/Ag(111) the interactions are about 3 times weaker (100 nm × 100 nm, $T_{ads} = 19$ K). (The white line in (C) is from an adsorbate dragged along the surface by the tip.)
Figure 4.7: Some possible adsorbate "super-structures" on Cu(111) with adsorbate-adsorbate nn-distances $r_{nn}$ approximately equal to the first minimum distance $r_{\text{1min}}^{1}$ of the pair interaction energy of the surface-state mediated interaction. $r_{\text{1min}}^{1}$ is the first minimum of the long-range interaction energy apart from the minimum of dimer formation. $r_{sn}$ is the second-nearest-neighbor adsorbate-adsorbate distance.

be considered. But, as recently shown for three adsorbates [163, 164], trio interactions are weak (about one forth of the pair interaction strength) and they fall off with the adsorbate distances faster than the pair interactions. Even though equilateral triangles of three adsorbates with a $nn$-distance of $r_{\text{1min}}^{1}$ are energetically favorable, only few are observed (Fig. 4.6(A,C)). The reason might be that they are less likely to form in the diffusion process: a third adsorbate approaching a pair of adsorbates which are separated by $r_{\text{1min}}^{1}$, has to overcome the second maximum of the interaction with the other two adsorbates in order to reach the favorable distance where it is separated from the two other adsorbates by $r_{\text{1min}}^{1}$. For the formation of hexagonal units and superlattices, the oscillating character of the interaction has to be considered. For example, for a lattice constant given by $r_{\text{1min}}^{1}$, the $\sqrt{3} \times r_{\text{1min}}^{1}$-distance appearing as second-nearest-neighbor distance $r_{sn}$ in a hexagonal lattice falls close to the second maximum of the pair interaction energy if the scattering phase shift is close to $\pi/2$ (Fig. 4.7). Another point to consider is that the lattice of adsorbing sites offered by the underlying substrate lattice might not match with the distances of the minima of the interaction, especially for sharp minima when $\lambda_{s}/2$ is not much larger than the lattice constant of the substrate.

4.4 Summary

In summary to this chapter, the potential landscapes of adatoms on the three noble metal (111) surfaces have been investigated. For isolated adsorbates, the migration bar-
rier $E_m$ to neighboring fcc sites has been determined ($E_m = 50$ meV for Co/Ag(111) and $E_m = 40$ meV for Cu/Cu(111)) by direct observation of the adsorbates' hopping rates at different temperatures. The $E_m$ values are in good agreement with theory [148]. Weak, long-range modulations of the potential landscapes due to adsorbate–adsorbate interactions for low adsorbate coverage have been quantified by the analysis of the distribution of nearest-neighbor adsorbate distances. Using this statistical method, we have been able determine oscillating pair-interaction energies $E(r)$ in the meV range for Cu on Cu(111) and Co on Cu(111) and Ag(111) up to distances of 60 Å. The mediation of these long-range adsorbate–adsorbate interactions by Friedel oscillations of the surface-state electron charge density expresses itself in the link of the oscillation period $\lambda$ of the interaction energy with the surface-state Fermi–vector as $\lambda/2 = \pi/k_F^s$. This relationship was demonstrated for Co on Cu(111) and Ag(111), which have very different $k_F^s$, clearly excluding a mediation of the interaction by other means like elastic lattice deformation. Comparison between Co and Cu adatoms on Cu(111) shows within the error margin similar $E(r)$–curves, suggesting only little effect of the adsorbate’s chemical identity on $E(r)$. Thus, as opposed to short-range interactions the surface-state mediated interactions are far less adatom specific and therefore of general significance since they predominantly reflect the surface-state band structure. The $E(r)$ data enable quantitative comparison with theory; the short range data agree reasonably well with recent ab-initio results [148,157], in the long range the theory of Lau and Kohn and the scattering model derived from it by Hyldgaard and Persson have been confirmed: The interaction decays asymptotically as $1/r^2$ and scales with the density of surface-state electrons. The Fermi energy phase shifts of the surface-state electrons scattering at the adatoms are all close to $\pi/2$, which is the value expected for black dot scattering. For the systems investigated here, there is a significant short–range repulsion superimposed on the oscillatory long–range interactions, which acts as attachment barrier and delays island formation. A lower bound of this repulsion has been determined from the absence of dimer formation at higher temperatures during the observation period. The adsorbate–adsorbate interactions can potentially be employed for the creation of superstructures like ordered atomic and molecular lattices. In the symmetry of such structures the adsorbate’s scattering phase, the favorable adsorption sites offered by the substrate and presumably also trio and higher order interactions play a role. We observe chains of adatoms with nearest neighbor distance about equal to the distance of the first minimum of the pair interaction.
Chapter 5

Kondo resonance of single magnetic adsorbates on noble metal surfaces

5.1 The Anderson model

Many aspects of the interaction of a localized moment of a chemisorbed magnetic adsorbate with the conduction electrons of a metal substrate can be understood within the Anderson model \([48,95,165]\). The Anderson model, also called interacting resonant level model, adds to the phenomenological parameters of the RLM discussed in Section 2.3.1 a short range intrasite interaction energy term \(U\) for the coulomb repulsion of two electrons within the localized adsorbate level:

\[
U = \int \Phi^*_a(r)\Phi^*_a(r') \frac{e^2}{|r-r'|} \Phi_a(r)\Phi_a(r') \, dr \, dr'.
\]  

(5.1)

\(U\) usually ranges from \(1 - 10\) eV for 3\(d\) and 4\(f\) electrons in an impurity or adsorbate in a metallic environment. The Anderson Hamiltonian reads, in the single-orbital second-quantized form under consideration of the electron spin \(\sigma\):

\[
H = \sum_{k,\sigma} E_k n_{k,\sigma} + \sum_{\sigma} E_a n_{a,\sigma} + \sum_{k,\sigma} [V_{ka} c^\dagger_{k,\sigma} c_{a,\sigma} + V^*_{ka} c^\dagger_{a,\sigma} c_{k,\sigma}] + U n_{a,\uparrow} n_{a,\downarrow}.
\]

(5.2)

Whereas the RLM Hamiltonian can in principle be diagonalized to an independent electron Hamiltonian, the additional coulomb term in the Anderson model introduces subtle many-body correlation.

For \(U = 0\) and \(E_a < E_F\), the ground state of the system is non-magnetic with a double occupied adsorbate level. In the following, the local moment parameter regime (also called Kondo regime) is discussed, where \(E_a < E_F\) and \(E_a + U > E_F\) (Fig. 5.1). For \(V_{ka} = 0\), the localized state is decoupled from the conduction electrons and will be single
occupied with a spin $\sigma = \uparrow, \downarrow$. The corresponding ground state has two-fold degeneracy corresponding to spin $1/2$ with an associated magnetic moment. For non-zero $V_{\text{ka}}$, the localized state and the conduction states are mixed.

The hybridization broadens the discrete energy of the localized state to spin-split resonances of width $\Gamma = 2\pi \sum_k |V_{\text{ka}}|^2 \delta(E - E_k)$ (as seen in Section 2.3.2) at $\approx E_a$ and $\approx E_a + U$, thereby equalizing spin up and spin down occupancies of the localized level. Thus, stronger hybridization favors a non magnetic ground state, in competition to the $U$ term, which favors an unbalanced occupation of the localized level, i.e. a magnetic ground state. The local moment survives for $|E_a + U - E_F|, |E_F - E_a| \gg \Gamma$. The moment has an antiferromagnetic exchange interaction with the conduction electrons: the exchange interaction originates in lowest order in $V_{\text{ka}}$ from virtual excitations from the $n_a = 1$ ground state to the $n_a = 2$ and the $n_a = 0$ subspaces (Fig. 5.1). It can be shown that the Anderson model is equivalent to a Heisenberg type model (called $s$-$d$-model)

$$H_{sd} = \sum_{k,k'} J_{k,k'} (S^+ c_{k,\uparrow}^\dagger c_{k',\uparrow} + S^- c_{k,\downarrow}^\dagger c_{k',\downarrow} + S_z (c_{k,\uparrow}^\dagger c_{k',\downarrow} - c_{k,\downarrow}^\dagger c_{k',\uparrow})).$$

(5.3)

where $S_z$ and $S^\pm = S_x \pm iS_y$ are the spin operators for the localized state of spin $S$.

The effective exchange coupling $J_{k,k'}$ is given by [166]

$$J_{k,k'} = \frac{V_{\text{ka}} V_{\text{ka}}^*}{E_k - E_F} \left[ \frac{1}{U + E_a - E_{k'}} + \frac{1}{E_k - E_a} \right],$$

(5.4)

with the Fermi level energy set equal to zero. In the local moment regime, $E_a + U > E_F$ and $E_a < E_F$, the exchange is antiferromagnetic, $J > 0$, for scattering of conduction electrons in the region of the Fermi level.

The spin exchange qualitatively changes the energy spectrum of the system. When many such processes are taken together, one finds that a new state, a weakly bound non-magnetic many-body singlet ground state is generated with about the same energy as the Fermi level. This Kondo ground state is unusual for it is generated by exchange processes between a localized electron and free electron states. The preserved magnetic moment of the localized level is completely compensated by the spins of the conduction electrons.

In contrast to the static screening of a firmly aligned magnetic moment by static RKKY-oscillations, the spin-density correlations of the adsorbate spin to the conduction electron spins are lost after the spin-flip time $\tau_K = \hbar/(k_B T_K)$. The many electrons that are involved in the spin-flip processes combine to build the Kondo resonance, which has a very small weight in the LDOS $\rho_a(E)$ (Fig. 5.1). The so-called Kondo cloud consists
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**Figure 5.1**: Schematic energy representation of the single-orbit Anderson model in the magnetic moment regime. Spin flip processes are indicated by arrows. In process A, the zero occupation $n_a = 0$ subspaces is virtually excited, in process B, the double occupation $n_a = 2$. Note that this is no independent electron scheme, i.e. the energy of an electron in the adsorbate orbit depends on its occupation.

![Figure 5.2](image)

**Figure 5.2**: (A) The average 3d orbital electron occupation of a Co adatom on the Au(111) surface is $n_a = 8.8$. (B) Calculated LDOS of the Co adatom's d-orbital from an effective $n_a = 8, 9, 10$ spin-$1/2$ Anderson model. (C) The Kondo resonance near $E_F$ is slightly shifted above the Fermi energy due to level repulsion. (Figure from Ref. [167]).

of electrons that have previously interacted with the same magnetic impurity. Since each of these electrons contains information about the same impurity, they are mutually correlated. The size of the Kondo cloud is given by the distance $\xi_K \approx v_F \tau_K$, the electrons with the Fermi velocity of $v_F = \hbar k_F / m^*$ can travel during the spin-flip time $\tau_K$. No experiment has ever directly detected the size of the Kondo cloud, probably due to the large values of $\xi_K \approx 100$ nm for typical Kondo systems.

The behavior of the Anderson model in the low temperature range can be understood in terms of interacting quasi-particles within a Fermi liquid theory [48]. The quasiparticles can be described by an Anderson model with a renormalized hybridization $\tilde{V}$, intrasite interaction term $\tilde{U}$ and energy $\tilde{E}_a$. The renormalized Anderson Hamiltonian describes quasi-particle excitations from the interacting many-body singlet ground state. The quasi-particle density of states $\rho_a(E)$ corresponds to a resonance of width $k_B T_K$ close to the Fermi level, the Kondo resonance. If the weak interquasi-particle interaction is ignored, $\tilde{U} \approx 0$, the model for the quasi-particle becomes a RLM which qualitatively describes the correct low $T$ behavior. The situation is then similar to the single particle description of an impurity with a narrow virtual bound state of width of order of $k_B T_K$ at the Fermi level. Thus, in the low temperature limit $T \ll T_K$ the magnetically
screened impurity scatters the conduction electrons like a non-magnetic impurity with a resonance at the Fermi level with an energy width of order of $k_BT_K$ [168]. The Kondo temperature $T_K$ is given by [169]

$$T_K = \frac{\sqrt{T_U}}{2} e^{-\frac{E_0 (E_0 + U)}{4T_0^2}},$$

$$= T_0 e^{-\frac{1}{4\pi W} J}, \quad (5.5)$$

where $T_0 = W \sqrt{T/(\pi W)}$ and $W$ is the conduction electron band width.

The degeneracy of the 3$d$ and 4$f$ orbitals of magnetic atoms is taken into account by the degenerate Anderson model, also called ionic model [48]. Usually, for a magnetic adatom, the orbital degeneracy is lifted due to crystal field splitting and the configurations with different numbers of electrons are separated by an energy of order of $U$. It is then sufficient to consider only fluctuations between the three lowest configurations, the ground state configuration and the configurations with one electron more and one electron less. This leads to an effective non-degenerate Anderson model. For Co on Au(111), the average 3$d$ orbital electron occupation is $n_a = 8.8$ (Fig. 5.2(A)) as determined from the semi-relativistic, screened Korringa-Kohn-Rostoker method in combination with the local spin-density approximation [167]. The lowering of the Co 3$d$-levels leading to the higher occupancy compared to $n_a = 7$ of an isolated Co atom is mainly due to hybridization with the conductance electrons. The excess charge of the Co adatom is compensated by a positive conduction electron depletion cloud. The LDOS of the Co 3$d$-orbital shown in Fig. 5.2(B) has been calculated with an effective spin-1/2 Anderson model considering only the $n_a = 8, 9, 10$ configurations.

The Kondo resonance in the LDOS of the local orbital affects the conductivity of the conduction electrons. Therefore, it is obvious that the Kondo resonance can be examined by measuring the tunneling conductance with the tip placed close to a magnetic adsorbate. From the analysis of the tunneling spectra, the Kondo temperature for example can be determined with a much higher accuracy than previously possible. In the following, tunneling spectra taken close to a magnetic adsorbate are analyzed in the framework of two competing tunneling channels: For $T << T_K$, local Fermi liquid theory can be applied and the Kondo resonance in the LDOS of the 3$d$-level has a Lorentzian shape [48,167] (Fig. 5.2). Tunneling into this LDOS, which is hardly accessible due to the strong localization of the 3$d$-orbital at the atomic core, makes up only one part of the tunneling current; the other part is from tunneling into the conduction electron LDOS of the substrate modified by the presence of the Kondo impurity. These two tunneling channels interfere as described in Section 2.3.4 and the resulting tunneling LDOS, which is proportional to the measured $dI/dV$ signal, has a Fano line shape. The
tunneling conductance close to zero bias is

\[ dI(r_{ia}, V)/dV = \text{const.} + a(r_{ia}) \frac{q(r_{ia})^2 - 1 + 2q(r_{ia})\epsilon}{\epsilon^2 + 1}, \tag{5.6} \]

with \( \epsilon = (eV + \Delta E)/k_B T_K \). The constant is the background \( dI/dV \) signal and \( \Delta E \) a small shift of the resonance from the Fermi energy due to level repulsion between the \( d \)-level and the Kondo resonance. The Fano line shape parameter \( q \) is given by [98]

\[ q(r_{ia}) = \frac{\text{Re} \, G_c(r_{ia}) + D(r_{ia})}{\text{Im} \, G_c(r_{ia})}, \tag{5.7} \]

where \( D(r_t) = D_0 e^{-d_{ta}/\alpha} \), and \( D_0 \) is a constant dependent on the strength of the coupling of the conduction states to the adsorbate and the tip. \( \alpha \) is a decay length and \( d_{ta} \) the overall tip-adatom distance, \( G_c(r_{ia}) \) a modified Green's function of the unperturbed conduction electron as seen by the tip [98]. \( D(r_{ia}) \) depends on the overlap of the tip wave function with this state and will fall off rapidly with \( r_{ia} \). With \( q(r_{ia}) \) defined as in Eq. (5.7), \( a(r_{ia}) \) is proportional to \((\text{Im} \, G_c(r_{ia}))^2\) (see Eq. (5.6)). Even for \( D = 0 \), i.e. no direct tunneling into the localized state, different Fano line shapes can result due to the first part of \( q(r_{ia}) \), \( \text{Re} \, G_c/\text{Im} \, G_c \), which describes an indirect tunneling from the tip to the adsorbate by conduction electron propagation. For free conduction electrons, this first part gives rise to rapid oscillations of \( q(r) \) between asymmetric Fano and symmetric Lorentzian line shapes with a period of \( \pi/k_F \) (for example, \( \pi/k_F^p \approx 2 \text{ Å} \) for the free bulk electrons (Table 3.1)) [167, 170]. But these oscillation are not resolved by the STM in the usual spectroscopic tunneling conditions with the tip about 5 \( \text{ Å} < z_t < 10 \text{ Å} \) above the surface. By modelling the host metal electrons with a jellium model, the oscillations in \( G_c \) are found to be lost for \( z_t > 5 \text{ Å} \) [98]. For true conduction electrons of a real band structure, the \( q(r_{ia}) \) behavior may be much more complicated. To study the spatial decay of the Fano resonances, we further define the overall amplitude \( A \) of Eq. (5.6) as the distance from the lower minimum of the Fano curve to the upper maximum

\[ A(r_{ia}) = a(r_{ia}) (1 + q(r_{ia})^2). \tag{5.8} \]

5.2 Kondo resonance of single Co adatoms on Cu surfaces

The Fano line shaped [93] tunneling spectra taken with the STM tip positioned on top of magnetic adatoms have been interpreted by an interference of two tunneling channels, one direct channel through the resonance localized on the magnetic impurity and another
Figure 5.3: Constant-current STM images (−50 mV bias, \( I = 2 \) nA) of Co adatoms on the Cu(100) (3 atoms) and the Cu(111) surface (2 atoms). The Friedel oscillations of the Cu(111) surface-state electrons can be easily detected up to 10 nm. The inset compares line cuts in the \( z \) signal over the adatoms on the two different surfaces for typical tip conditions.

channel into the conduction band of the substrate, but questions remain about the strength of the direct channel and the spatial changes of the Fano line shapes [167,170]. Also, so far predominantly systems with a surface-state present at the Fermi energy have been investigated [9,10,52,53], yet the role of the surface-state electrons in the Kondo resonance needs to be examined. In this section these questions are addressed by a comparative study of the interaction of Co adatoms with the conduction band electrons of the Cu(100) and (111) surfaces. The spatially resolved STS measurements of individual adatoms are quantitatively analyzed at and in the vicinity of isolated Co adatoms with the model of Plíhal and Gadzuk [98]. In both systems, the Kondo resonance is detectable only within 10 Å of lateral tip-adatom distance \( r_{ta} \), signifying an inferior role of the Cu(111) surface-state in the formation of the Kondo resonance. The \( r_{ta} \) dependence of the line shape and amplitude of the tunneling spectra reveals that direct tunneling into the localized state is negligible for Cu(111) but important for Cu(100). It is further demonstrated the correlation of the Kondo temperature \( T_K \) with the host electron density at the magnetic impurity.

The tip apex wavefunction was modified by gently dipping the tip into the substrate (≈1 nm) until the Co adatoms are imaged spherically and the \( dI(V)/dV \) spectra on the bare surface have no sharp features near zero bias. This way the tip apex wavefunction is symmetric and optimized for spectroscopy at the expense of high spatial resolution (i.e. minimizing the radius of the tip apex wavefunction). Tips prepared in this way
Figure 5.4: On atom differential conductance $(dI/dV)$ spectra for Co/Cu(100) and Co/Cu(111). The tunneling resistance was 10 MΩ. The spectra are normalized to their lowest values. The solid lines are Fano line shape fits according to Eq. (5.6), average parameters are summarized in Table 5.1.

Figure 5.5: Spatial dependence of the Fano line shape parameter $q(r_{\text{ta}})$ for Co/Cu(100) and Co/Cu(111). Each data set presents averaged values from measurements on four atoms. The dotted lines are from calculations with no direct tunneling into the localized state, for the solid line $D(r_{\text{ta}})$ was fitted as described in the text.

reproducibly image the Co adatoms as bumps in the constant current images $\approx 1.1$ Å and $\approx 0.6$ Å high with a diameter (FWHM) of $\approx 8$ Å and $\approx 6$ Å for Co on Cu(100) and Cu(111), respectively (Fig. 5.3). Co on Cu(100) and (111) are Kondo systems characterized by Fano type scanning tunneling spectra near $E_F$ (Fig. 5.4). Eq. (5.6) is fitted to on-atom ($r_{\text{ta}} = 0$) $dI(V)/dV$ curves taken on different adatoms and with different tip structures. Prior to fitting, the $dI(V)/dV$ curves are normalized to their minimal value. The form of the spectra did not change for different tunneling resistances in the range of 0.2 MΩ to 100 MΩ. Average Fano line shape parameters from fitting 10 different on-atom differential conductance spectra for Co on Cu(100) and (111) are summarized in Table 5.1. The Kondo temperatures are $T_K = (88 \pm 4)$ K and $(54 \pm 2)$ K for Co on the Cu(100) and (111) surface, respectively. The Cu(111) value is in very good agreement with the $T_K$ value of $(53 \pm 5)$ K reported by Manoharan et al. [52].

The Kondo problem is essentially determined by only one relevant energy scale, $k_B T_K$. Once the Kondo temperature is known, predictions for all relevant physical observables can be made, e.g. $T_K$ determines the parameters $U$, $E_d$ and $\Gamma$ of the Anderson model. The Kondo temperature itself should depend only on the strength of the exchange coupling $J$ and the density of the conduction electron states $n_0$ at the magnetic
<table>
<thead>
<tr>
<th>Co/Cu(111)</th>
<th>Co/Cu(100)</th>
<th>Co in bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_K$ (K)</td>
<td>54 ± 2</td>
<td>88 ± 4</td>
</tr>
<tr>
<td></td>
<td>53 ± 5 [52]</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$q$</td>
<td>0.18 ± 0.03</td>
<td>1.13 ± 0.06</td>
</tr>
<tr>
<td>$\Delta E$ (meV)</td>
<td>1.8 ± 0.6</td>
<td>-1.3 ± 0.4</td>
</tr>
</tbody>
</table>

Table 5.1: Mean Fano line shape parameters and Kondo temperatures $T_K$ from fits of Eq. (5.6) to scanning tunneling spectra of 10 different Co adatoms on Cu(100) and (111). $n$ is the number of nearest neighbor Cu atoms.

impurity [48] (see Eq. 5.5). The increase in $T_K$ from Cu(111) to Cu(100) to bulk Cu (see Table 5.1) is due to an increase in $Jn_0$ which is in turn related to an increase of the number of nearest neighbor Cu atoms $n$. From atomic resolution images for Co/Cu(100), the Co adatom site is determined to be the four fold hollow site ($n = 4$), for Co/Cu(111) the adsorption site is known to be the three fold hollow site [46], i.e. $n = 3$. We find that the logarithm of the Kondo temperature falls off linear with $n$. A fit of $T_K$ to Eq. (5.5) under the assumption of $Jn_0 \sim n$ and a constant $T_0$ yields $T_0 = 10^{3.00±0.12}$ K and $Jn_0 = (0.055 ± 0.007)n$.

We now turn to the influence of the surface-state electrons on the Kondo resonance. To this end the change of the Fano resonances with the in-plane tip-adatom distance $r_{ta}$ has been investigated by scanning over the adatoms and taking tunneling spectra for different $r_{ta}$. $q(r_{ta})$ and $A(r_{ta})$, as determined from fits of Eq. (5.6) to spectra taken on four different Co adatoms on Cu(111) and Cu(100), are shown in Figs. 5.5 and 5.6. The errors are due to different tip structures, variations for different adatoms and noise in the $dI/dV$ signal for larger $r_{ta}$. For both systems, as well as for Co on Ag(111) and Au(111), the Kondo spectra are only detectable for $r_{ta} < 10$ Å (Fig. 5.6). The similar decay of $A(r_{ta})$ clearly indicates that the Cu(111) surface-state does not significantly contribute to the formation of the Kondo resonance: Due to their 2D character, $A(r_{ta})$ for the surface-state electrons should fall off only with $1/r_{ta}$, whereas $A(r_{ta})$ for the bulk electrons falls off as $1/r_{ta}^2$ or even faster due to band structure effects [98]. On the bare Cu(111) surface, about 2/3 of the current tunnels into the surface-state. This can be seen from the corresponding increase of the $dI/dV$ signal at the onset (−440 mV) of the Cu(111) surface-state similar to the onset on Ag(111) in Fig. 3.4. But it is known that close to strongly bound adsorbates, the tunneling channel into the surface-state is lost: the surface-state onset can no longer be detected on the adsorbate and the adsorbates Friedel oscillations of the surface-state are those of a highly absorbing (black
Figure 5.6: Spatial dependence of the normalized amplitude of the Fano resonance $A(r_{ta})/A(0)$ on the in plane tip-adatom distance $r_{ta}$ for (A) Co/Cu(100) and (B) Co/Cu(111). Each data set presents averaged values from measurements on four atoms. The solid lines are from model calculations described in the text. Similar spatial decays of $A$ are found for (C) Co/Ag(111) and (D) Co/Au(111).
scatterer [171–173], as also presumed in the previous chapter from the phase shift of the adsorbate-adsorbate interaction energy. The surface-state electrons thus scatter into bulk states at the Co adatoms [171] which can explain why their share in the Kondo resonance is below the experimental resolution. That they are not entirely uninvolved was demonstrated by Manoharan et al. [52,172] in an ellipse corral experiment where a Fano spectrum was found in one focus about 8 nm away from the Co adatom in the other focus. In agreement with a weak surface-state contribution to the Kondo resonance, the spectrum in the empty focus was strongly diminished and only detectable for ellipse corrals formed in a way that the Fermi energy surface-state density at the adatom is enhanced. Weak traces of the Kondo resonance of Co with the Ag(111) surface-state electrons have also been found by investigating the dependence of the amplitude of the standing Friedel surface-state electron density oscillations on the bias for biases close zero [59].

Whereas \( q(r_{ta}) \) for Co/Cu(111) keeps its small on-atom value \( q(0) \) within the error, \( q(r_{ta}) \) for Co/Cu(100) falls off strongly within \( r_{ta} < 6 \) Å (Fig. 5.5). In both systems no oscillations in \( q(r_{ta}) \) are observed as expected for tip distances \( z_t > 5 \) Å [98]. Accordingly, the difference in the spatial behavior of the asymmetry in the Fano line shape can be ascribed to substantial differences in the relative weight of the two competing tunneling channels for the two surfaces. In order to analyze the contribution of the tunneling channels into the resonance localized on the Co adatom and into the Cu substrate states quantitatively, \( A(r_{ta}) \) and \( q(r_{ta}) \) are modelled with a jellium model for \( G_c(r_{ta}) \) under consideration of the tip-surface distance \( z_t \) according to a recent model by Pluhal and Gadzuk [98]. This is done by first fitting \((\text{Im} \ G_c(r_{ta}))^2\) to the measured \( a(r_{ta}) \). Then, \( \text{Re} \ G_c(r_{ta}) + D(r_{ta}) \) is fitted to \( \text{Im} \ G_c(r_{ta}) \) times the measured \( q(r_{ta}) \) (see Eq. (5.7)). In the case of Co/Cu(111), this can be done with \( D(r_{ta}) = 0 \). In contrast, in the case of Co/Cu(100), the direct channel \( D(r_{ta}) \) has to be considered to describe the measured \( q(r_{ta}) \). With the decay constant \( \alpha = 0.75 \) Å [98], \( D_0 = 170 \) and \( z_t = 9.1 \) Å. The calculated \( q(r_{ta}) \), with and without the direct tunneling channel, are shown in Fig. 5.5. Finally, \( A(r_{ta}) \) as calculated according to Eq. (5.8) with the \( \text{Im} \ G_c(r_{ta}) \), \( \text{Re} \ G_c(r_{ta}) \), and \( D(r_{ta}) \) as obtained above nicely follows the experimental data for both systems (Fig. 5.6).

### 5.3 Surface-state electron Kondo resonance

The Kondo resonances of 3\( d \) and 4\( f \) adatoms on the noble metal (111) surfaces [9, 10, 52, 53, 174] are localized to 10 Å around the adatoms, as seen in the previous section.
Figure 5.7: STM topographs of Co and H-Co adsorbates (not labelled) on the noble metal (111) surfaces. At low bias, the Co adatoms are imaged with a larger apparent height than the H-Co adsorbates due to their higher LDOS close to $E_F$ (Fig. 5.8). (A) Cu(111), bias 60 mV, $I = 0.5$ nA. (B) Ag(111), bias -60 mV, $I = 0.8$ nA. (C) Au(111), bias 20 mV, $I = 2$ nA.

Figure 5.8: Differential conductance spectra taken with the STM tip centered on top of Co and H-Co adsorbates on the different noble metal (111) faces. Tunneling parameters prior to opening the feedback loop were $\approx 100$ mV bias and $I \approx 1$ nA, the $dI/dV$ curves are taken using standard lock-in technique with a 4 kHz voltage modulation of $\approx 1$ mV RMS applied to the sample. The grey lines are Fano line shape fits; average fit results for the Kondo temperatures are shown in Table 5.2. The arrows in the H-Co spectra indicate the full widths at half minimum of the overall dip. The spectra are normalized to their minimal value.
<table>
<thead>
<tr>
<th></th>
<th>$T_K$ of Co (K)</th>
<th>$T_K$ of H-Co (K)</th>
<th>$\xi_{H-Co}$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu(111)</td>
<td>$54 \pm 3$</td>
<td>$175 \pm 7$</td>
<td>27.9</td>
</tr>
<tr>
<td></td>
<td>$53 \pm 5$ [52]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag(111)</td>
<td>$92 \pm 6$</td>
<td>$325 \pm 12$</td>
<td>5.6</td>
</tr>
<tr>
<td>Au(111)</td>
<td>$76 \pm 8$</td>
<td>$334 \pm 15$</td>
<td>16.7</td>
</tr>
<tr>
<td></td>
<td>$75 \pm 6$ [55]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Kondo temperatures $T_K$ of Co adatoms and H-Co complexes and their Kondo correlation lengths on the noble metal (111) surfaces. The values of the Co adatoms are from Fano line shape fits to the tunneling spectra recorded on-top of the atoms, the Kondo temperatures of the H-Co adsorbates are determined from the full width at half minimum of the corresponding tunneling spectra. All temperatures are average values from 10 different spectra taken on different adsorbates with different tip structures. The correlation length can be estimated with $\xi_K \approx h v_F^2 / k_B T_K$, where $v_F = \hbar k_F^R$ is the Fermi velocity of the surface-state.

Thus for these systems the interaction with bulk electrons and not the surface-states electrons dominates. The surface-state electrons are scattered into the bulk at the adsorbates and therefore do not contribute significantly to the Kondo resonance [59,174]. As will be shown in the following, the interaction with the surface-state electrons can significantly be enhanced when hydrogen is bound to the Co adatoms: The charge transfer associated with the H-Co bond weakens the Co bond to the substrate and thereby reduces the quenching of the surface-state in the vicinity of the Co atom. This allows for a stronger interaction of the 2D electron gas with the magnetic adsorbate and leads to a substantially increased spatial extent of the highly correlated Kondo state as well as to a fourfold increased Kondo temperature.

H-Co complexes (Fig. 5.7) are obtained as described in Section 4.1.1. Typical low bias $dI/dV$ spectra taken with the tip centered on either the Co adatoms and the H-Co complexes on the noble metal (111) surfaces are shown in Fig. 5.8. The Fano line shaped spectra with low $q$ of the bare Co adatoms (Fig. 5.8) are a consequence of the STM being more sensitive to the extended conduction band states than to the more localized $d$- or $f$-orbitals. For all three systems, the Kondo resonance is detectable only within 10 Å of lateral tip-adatom distance $r_{ta}$, signaling that bulk and not surface-state electrons dominate the Kondo resonance [174]. The Kondo temperatures of Co adatoms on the three noble metal (111) surfaces as determined from fitting Fano line shapes to tunneling spectra are given in Table 5.2.

The $dI/dV$ spectra taken on top of the H-Co complexes are quite different (Fig. 5.8): For H-Co on Cu(111), there is a symmetric antiresonance of $\approx 30$ meV at zero bias, for
H-Co on Au(111) and Ag(111), a dip-like feature at zero bias similar to the one of the pure Co is embedded in a broader and more prominent reduction of the conductance with a FWHM of \(\approx 60\) mV. We first turn to this dominant feature: it can be interpreted to be due to a Kondo effect of the hydrogenated Co with a strong involvement of the surface-state electrons. Since the Kondo temperature depends exponentially on the electron charge density at the Kondo impurity, on the coupling strength, and on the energy of the hybridized \(d\)-level (see Eq. (5.5)), small changes in these quantities alter \(T_K\) substantially [48]. The Kondo temperatures of the H-Co spectra for the three noble metal (111) surfaces, determined by the full width at half minimum of the spectra, are given in Table 5.2. At all three surfaces the Kondo temperature of the hydrogenated cobalt is found to be substantially increased with respect to \(T_K\) of the bare Co adatoms.

The strongest support of the idea of a Kondo resonance being due to the involvement of the two-dimensional electron gas of the surface-state electrons comes from its large spatial extent. The Kondo resonance as function of the lateral tip-adsorbate distance \(r_{ta}\) for the Co and H-Co adsorbates on the Ag(111) surface is investigated by taking \(dI/dV\) spectra for \(r_{ta}\) up to 20 nm and assembling them to a greyscale map (Fig. 5.9). In these maps the \(dI/dV\) spectra discussed so far are vertical line cuts. If one analyses horizontal line cuts the energy resolved Friedel oscillations due to the surface-state electrons scattering at the adsorbates become apparent (Fig. 5.9(C,D)). These "standing waves" are also visible in the topography of Fig. 5.7. In contrast to the case of the Co adatom (Fig. 5.9(B)), the \(dI(r_{ta})/dV\) spectra taken in the vicinity of the H-Co complex (Fig. 5.9(A)) show a very long range disturbance (\(\approx 100\) Å) of the dispersion relation \(E(k)\) of the Ag(111) surface-state. This disturbance can be described in terms of a scattering resonance of the surface-state electrons with an energy dependent phase shift around \(E_p\) as described in Section 2.3. The change in the LDOS due to scattering of 2D electron waves at an adsorbate is given by Eq.(2.17). Only \(s\)-wave scattering has to be considered because the spread of the scattering potential of the adsorbate is small compared to the relevant wave lengths. Whereas a 2D scattering wave falls off slowly with \(\approx 1/r\), a 3D scattering wave as from bulk conduction electrons falls off more rapidly with \(\approx 1/r^2\). In accordance, the bulk electron dominated Kondo feature of the Co adatoms cannot be detected for \(r_{ta} > 10\) Å. For more remote \(r_{ta}\), the dispersion of the Ag(111) surface-state is seen to be preserved due to the dominance of absorptive scattering (Fig. 5.9(B)) [171]. The LDOS near the Co adatoms can be fitted by Eq.(2.17) with \(\alpha = \infty\), i.e. total absorption of the surface-state electrons at the Co adatom. The adatoms thus acts like "black dot" scatterers with the impinging surface-state electrons scattered into bulk states [171]. The fitted \(k\) values follow a parabolic dispersion with an
Figure 5.9: Color-scale LDOS$(E, r)$-maps around a H-Co- (A) and a Co-adsorbate (B) on Ag(111), acquired by assembling $dI(V)/dV$ spectra for tip-adsorbate distances $r$ up to 20 nm with one spectrum every 2 Å. The spectra are normalized to background spectra taken far from any scatterer. The LDOS around the Co adatom (B) unveils the dispersion of the surface-state via the energy dependence of the wavelength of the electron standing waves. The dotted lines are calculated hyperbolas following the maxima of the standing waves with an effective mass $m^* = 0.36$, an onset at $-65$ mV and full absorption $\alpha = \infty$. The standing waves in (A) have the same dispersion relation, but in addition they reveal an energy dependent scattering phase shift, best seen by the discontinuity of the first maximum of the scattered waves. The right column shows cuts of (A) for two different energies plotted against $kr$ to make the change in the phase shift become apparent. The gray lines are fits of Eq. 2.17 with phase shifts $\delta(-0.2\, \text{meV}) = 1.21$ and $\delta(43.3\, \text{meV}) = -0.29$. Only data points with $r > 2$ nm were used in the fits to assure the validity of the asymptotic scattering wave formula (Eq. 2.17) and to prevent the interference of topographic effects on the spectra close to the adsorbate.
Figure 5.10: Grayscale LDOS($E, r$)-maps around a H-Co (A) and a Co-adsorbate (B) on Ag(111). The same data as in Fig. 5.9 is plotted against $k_F r_{ta}$ to eliminate the dispersion effects. Whereas the phase shift of the surface-state waves scattered by the Co adatom is independent of energy, H-Co scatters the surface-state waves with an energy dependent phase shift.

effective mass of $m^* = 0.36$, which compares well with published data for the Ag(111) surface-state of $m^* = 0.40$ [27] (Table. 3.1).

In contrast, the surface-state waves scattered by a H-Co adsorbate have an energy dependent phase shift $\delta_0(E)$ as seen most strikingly at small distances in the color scale plot (Fig. 5.9(A)). The change in the phase shift is clearly revealed by comparison of two scattered waves at different energy (Fig. 5.9(C,D)). The energy dependence of $\delta_0(E)$ obtained from fits of Eq. (2.17) with absorption $\alpha = 0.47$ to the $dI(r_{ta})/dV$ data in Fig. 5.9(A) are shown in Fig. 5.11. The phase shift drops off rapidly close to the Fermi energy with a total change close to $\pi$. It can properly be described by a resonance law, Eq. (2.18). The change of the phase shift occurs in an energy range of $\pm 30$ meV around $E_F$ consistent with the width of the observed on-atom spectrum (Fig. 5.8). This resonant phase shift is a direct consequence of the spin screening as described by Fermi liquid theory of the Kondo effect [48]. Unlike the situation in the Anderson single impurity model we are dealing here with a real scatterer which also acts as a simple potential scatterer resulting in $\delta_0 \neq 0$. In comparing e.g. the positions of the minima in the two line-cuts in Fig. 5.9(C) and Fig. 5.9(D) or the maxima in Fig. 5.10, it can be seen that the change in the phase shift is gradually reduced for $r_{ta} > 100$ Å as one goes away from the Kondo impurity. The reason might be a loss of coherence in the electron correlation. The resonant phase shift should only be observable where the scattered
Figure 5.11: Energy dependence of the phase shift $\delta_0(E)$ in the standing surface-state waves scattered by a H-Co adsorbate complex on the Ag(111) surface. The phase shifts are from fits of the scattering wave Eq. (2.17) with $\alpha = 0.47$ to horizontal cuts in the LDOS($E, r$)-map as shown in Fig. 5.9 (the gray dots are from the fits shown in Figs. 5.9(C) and 5.9(D)). The black line is a fit of Eq. (2.18) with $\delta_0 = -0.96$, $\Delta E = 7.6$ meV and $\Gamma = 46$ meV.

electrons are correlated with the impurity spin. The correlation length can be simply estimated with $\xi_K \propto h\nu_f/k_B T_K$, which gives $\xi_K \approx 5.6$ nm using the parameters for the H-Co on Ag(111) system (Table. 5.2) consistent with the observed range of the resonant phase shift. Therefore this might be the first experimental indication of the extent of the Kondo cloud in a correlated electron system with a rather small $\xi_K$.

Turning back to the H-Co spectrum (Fig. 5.8) it has to be noted that for H-Co on Ag(111) and Au(111), there is a spectral feature observable on the same energy scale as the Kondo resonance on the pure Co adatoms. The width and the spatial extent of this additional resonance is the same as that of the pure Co resonance, however, the line shape is not the same. The possibility of a switching of the Hydrogen from adsorbate to tip and consequently an overlapping of the pure Co spectrum with the H-Co spectrum is thus unlikely. For a double Kondo feature to appear there must be two independent spin states involved as shown recently for the case of a degenerate $S = 1$ and $S = 1/2$ system in a quantum dot [68]. From its fast spatial decay (within 10 Å), this narrow feature can be ascribed to an interaction with the bulk electronic system of the substrate. Further theoretical investigation will have to show whether the binding of H to a Co adsorbate can give rise to two independent Kondo systems that couple differently to surface-state and bulk conduction band electrons and hence are screened on different length and energy scales.
Figure 5.12: Differential conductance spectra taken with the STM tip centered on top of H-Co and D-Co adsorbates on Ag(111). Tunneling parameters prior to opening the feedback loop were 60 mV bias and $I = 1.7$ nA, the $dI/dV$ curves are taken using standard lock-in technique with a 4 kHz voltage modulation of 3 mV RMS applied to the sample. The spectra are normalized to their minimal value.

Another conceivable explanation of the H-Co $dI/dV$ spectra would be in terms of inelastic electron tunneling (IETS). It is known that an excitation of vibrational modes of molecules by the tunneling current leads to small, sharp increases of the tunneling conductance when the energy of the tunneling current reaches the energy of a vibrational mode of the molecule in the tunneling junction [175]. This increase is due to a new tunneling channel for electrons which loose energy in the tunneling process by exciting a vibrational mode of the molecule. The increase of the tunneling conductance is at symmetric voltages for positive and negative tunneling bias because the direction of the tunneling current is not important. Thus, a vibrational mode which is excited by the tunneling electrons leads to a box-shaped dip in the $dI/dV$ signal centered symmetrically around zero bias. The double-dip shaped H-Co spectra could accordingly be thought of as a superposition of a small Kondo antiresonance at zero bias and an extremely strong excitation of a vibrational mode at $\approx 40$ meV related to the bond of the hydrogen to the cobalt. To check this interpretation, we performed the same kind of experiment with D$_2$ instead of H$_2$. The two times higher isotopic mass of the deuterium should decrease the energy of the vibrational mode by a factor of $1/\sqrt{2}$ [175]. The isotope experiment (see Fig. 5.12), however, clearly reveals no difference between the H-Co and D-Co spectra discarding an vibrational origin of the effect and thus supporting the electronic interpretation discussed above.
5.4 Summary

In summary to this chapter, spatially resolved scanning tunneling spectra taken on top and in the vicinity of individual Co adatoms and H-Co adsorbates on noble metal surfaces have been quantitatively analyzed. The Fano line shaped tunneling spectra close to zero bias are interpreted as fingerprints of the adsorbates' Kondo resonances. The comparison of the Fano resonances of Co adatoms on Cu(100) and Cu(111) reveals insight in several aspects of the physics of the Kondo effect: the higher Kondo temperature $T_K = 88$ of Co/Cu(100) compared to $T_K = 54$ for Co/Cu(111) can be ascribed to an increased embedding of the Co adatom in the copper host. Under consideration of $T_K$ for a Co impurity in the bulk of a Cu host, a logarithmic scaling of $T_K$ with the number of nearest substrate Cu atoms is found. From the rapid decay of the Fano line shape parameter $q$ for Co/Cu(100) within a tip-adatom distance of 5 Å, it is concluded that for Co/Cu(100) both, tunneling into the hybridized localized state and into the substrate conduction band contribute to the observed spectra. In contrast, the latter channel is found to be dominant for Cu(111). The similar spatial decay of the amplitude of the Fano line shapes for Co on Cu(100) and Cu(111) reveals that the Kondo resonance is dominated by the bulk electrons and not the surface-state electrons. For Co on the other noble metal (111) surfaces of Ag(111) and Au(111), we observe similar Fano line shapes with $T_K = 92$ for Co/Ag(111) and $T_K = 76$ for Co/Au(111). Changing the chemical surrounding of the Co adatom by hydrogen adsorption strongly affects the bond of the Co to the noble metal substrates as concluded from the reduced migration barrier $E_m = 38$ meV for H-Co/Ag(111) as compared to $E_m = 50$ meV for Co(ag(111)), as well as the tunneling spectra: the H-Co spectra have a double dip structure with an overall fwhm about four times increased as compared to the respective Co spectra. The coupling to the surface-state electrons is enhanced by the hydrogen adsorption: whereas the Co adatoms scatter the surface state electrons with an energy independent phase shift of about $\pi/2$ characteristic of a black dot scatterer, the resulting strong Kondo resonance of the 2D surface-state electron gas can be detected for Co/Ag(111) up to distances of more than 100 Å away from the impurity site. This long-range behavior allows for a direct determination of the energy dependence of the scattering phase shift of a single Kondo impurity showing a resonant energy dependence close to the Fermi energy as expected from Fermi liquid theory.
Chapter 6

Outlook

The comparison of the adsorbate interactions of the three adsorbate/substrate systems which has been presented here suggests the general existence of long-range oscillatory adsorbate-adsorbate interactions and unravels the electronic origin and other common properties. Despite the fact that the observed interaction energies are small, they are expected to influence every adsorbate/substrate system with a 2DEG present at the surface. Particularly important for nucleation and growth processes is the short range region of the interaction energy $E(r)$ for adsorbate-adsorbate distances smaller than 10 Å. We have tried to experimentally determine this range of $E(r)$ more precisely by increasing the adsorbate coverage and thereby improving the statistic for small adsorbate distances. The problem to this method has been a stronger deviation from the assumption that the pair interaction of two isolated adsorbates can be determined by a nearest neighbor distance distribution. Third adsorbates close to a pair of adsorbates under survey generally increase the repulsion between the pair. A proper way to determine the short range region of the interaction energy would be to keep low coverages of adsorbates but increase the substrate temperature to get relatively more counts for the energetically unfavorable small distances. A high speed STM with an image recording rate of more than 10 Hz would then be needed to accurately determine the adsorbate positions of the rapidly diffusing adsorbates. Such an instrument might also be capable of tracing the diffusion of the single adsorbates until they nucleate or until they attach themselves to islands or substrate steps, allowing for the determination of the attachment barrier and giving direct insight in the effects of the interaction on nucleation and growth processes.

The observed adsorbate-adsorbate interactions can potentially be employed for the self-organized growth of ordered adsorbate superlattices. The obstacles to the formation of such structures, like misfits of the distances of the minima of the interaction energy
to the adsorption sites or an unfavorable proportion of the first minimum distance of
the interaction energy to the second maximum distance, can probably be circumvented
by using substrates with different types of surface-states and by using adsorbates of
different shapes and with different scattering properties. Also, it is possible to tune the
surface-state parameters of a substrate and the scattering properties of the adsorbates:
For example, we have been able to adjust the Fermi wavelength of the Au(111) surface-
state by epitaxially growing monolayers of Ag onto the Au(111) surface, whereby the
surface-state Fermi wavelength changes gradually from the Au(111) value to the one of
Ag(111) within a few atomic layers. The phase shift of an adsorbate is linked to the
charge state of the adsorbate by Friedel’s sum rule [176], i.e. the phase shift can possibly
be tuned by co-adsorption of electronegative or –positive species. That co-adsorption
may strongly influence the scattering properties of an adsorbate has been demonstrated
here by a the reduced surface-state electron absorption at H-Co complexes compared to
Co adatoms. Interactions between different kinds of adsorbates or with other scatterers
may also be exploited to grow superstructures. For example, the surface-state electron
density oscillation due to scattering by steps are stronger and more long-ranged because
of the increased dimension of the scatterer. These LDOS oscillations at atomic steps
may be used to grow chains of adsorbates separated by half the surface-state Fermi
wave length on vicinal surfaces. Similar effects might be achieved with large, longish
molecules.

The adsorbate interaction studied here has been interpreted in terms of conventional
Friedel oscillations. Anomalous correlation-enhanced Friedel oscillation have been pre-
dicted for a high density of randomly distributed scatterers with mean distances of
about the Fermi wavelength [177]. These enhanced Friedel oscillations have been used
to explain the unusual thermal stability of certain amorphous alloys [178]. An enhance-
ment of the standing surface-state density Friedel oscillations may be directly analyzed
with the methods and systems described here by evaporating an increasing coverage
of adatoms onto the noble metal (111) surfaces and comparing the amplitudes of the
surface-state density oscillations in the topographic STM mode. Care would have to be
taken that the tip does not change its structure between the evaporation steps to en-
able a comparison of the amplitude of the oscillations. Also, the substrate temperature
would have to be kept low enough during evaporation so that the adatoms are frozen
and cannot arrange themselves due to their long-range interaction.

Questions remain about the origin of the strong effect that hydrogen absorption has
on the electronic properties of the Co adatoms on the three noble metal (111) surfaces.
Neither the huge increase of the Kondo temperature nor the double-dip structure of the
tunneling spectra are well understood. Since the Kondo resonance is a resonance in the LDOS of the 3d orbital of the Co, the hydrogen absorption most probably has a strong effect on the 3d orbital. A trend related to the occupation and magnetic moment of the 3d orbital might be revealed, if similar effects of hydrogen absorption could be observed for other magnetic 3d adatoms. The local character of the magnetic moments of the pristine Co adatoms compared to the H-Co adsorbates can be investigated by X-ray magnetic circular dichroism. To learn more about the chemical bonds of the hydrogen and the cobalt, it might also be instructive to examine the H-Co adsorbates by surface vibration spectroscopic techniques like electron energy loss spectroscopy.

Instead of modifying the local magnetic moment, altering the conduction electron spectrum has a strong effect on the Kondo resonance as well. For example, it has been predicted that by reducing the extensions of the metallic host so far that the mean energy level spacing becomes comparable to the Kondo energy $k_B T_K$, the Kondo resonance of a magnetic impurity in the metal grain splits up into a series of subpeaks corresponding to the discrete box levels [179]. Such a splitting of the Kondo resonance has been observed for Co clusters on short nanotubes [56]. A system investigable by STS with a high control over the size of the "Kondo box" may be realized by growing metallic islands on conducting substrates, with a thin insulating layer in between to reduce the conduction electron coupling, and subsequently evaporating low coverages of magnetic adatoms onto the islands. The effect of the energy level discretisation on the Kondo resonance may then be analyzed by taken tunneling spectra on magnetic adatoms sitting on islands of different diameter and thickness.

Atomic manipulation provides new means for the investigating of the physics of the Kondo effect. Chen et al. [51] have studied the interaction of two Kondo resonances by moving together in increments a single pair of magnetic adatoms. It was found that the resonances disappear abruptly for interatomic distances of less than 6 Å, which has been explained with a drop of the Kondo temperature due to a reduced exchange coupling to the conduction electrons. The same kind of measurement could be done with the H-Co complexes studied here. The strong interaction with the surface-state should lead to a long-ranged interaction of two complexes making possible a more detailed analysis of the distance dependence of the interaction of two Kondo impurities. Also, the increased coupling to the surface-state electrons should enhance the mirage effect observed by Manoharan et al. [52], where the surface-sate LDOS of a magnetic adatom was projected from one focus of an ellipse corral to the other, empty focus. Another way to use atomic manipulation is to modify the magnetic adatom's substrate surrounding. The scaling of the Kondo temperate with the number of nearest neighbor substrate
atoms shown here might be further investigated by moving the magnetic adatoms to step edges or embedding it with an increasing number of substrate atoms.

A non-ambiguous test for the spin related origin of the resonance would be the quenching of the Kondo singlet state in a strong magnetic field. We have not been able to observe any effect on the tunneling resonances for magnetic fields up to 5 T, what is probably a consequence of the relatively high thermal energy of $k_B T$ at 6 K compared to the Zeeman energy of $\mu_B B$. The new Scanning Tunneling Microscopes running at sub Kelvin temperatures with magnets providing fields of more than 10 T that are currently being built in several groups, might be capable of observing this effect for systems with low Kondo temperature.
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