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ABSTRACT

The vacuum deposition of complex functional molecules and nanoparticles by thermal

sublimation is often hindered due to their extremely low vapor pressure. This especially

impedes the application of ultrahigh vacuum (UHV) based analytical and surface modi-

fication techniques for the investigation of these extremely interesting systems. On the

other hand, specimen prepared under ambient conditions or in solution are typically not

sufficiently well-defined and clean to allow a thorough and precise characterization.

In order to bridge this technological gap, a novel ion beam source for controlled soft

landing deposition in ultrahigh vacuum is constructed. The ion beam of nonvolatile par-

ticles is created by electrospray ionization (ESI). The deposition apparatus consists of six

differential pumping stages designed to overcome the pressure difference of 13 orders of

magnitude between the ambient pressure side, where ionization occurs, and the high or

ultrahigh vacuum, where the deposition takes place. A variety of ion optical devices is em-

ployed to form, mass select and guide the ion beam through the pumping stages onto the

deposition target. The ion beam is sampled from a supersonic expansion by a skimmer, col-

limated in a high pressure quadrupole ion guide, mass selected in a low pressure quadrupole

ion guide and focused by electrostatic lenses. In order to have full control over all relevant

parameters, the ion beam is characterized before the deposition by a linear time-of-flight

mass spectrometer and a retarding grid energy detector. The flux, the composition and

the kinetic energy of the ion beam can thus be measured and adjusted.

The concept of ion beam deposition in high and ultrahigh vacuum is demonstrated by

extensive mass spectrometric and deposition experiments. Many different types of ion

beams, for instance composed of organic molecules, organic and inorganic ionically bound

clusters, polymers and proteins, are created by ESI. Their properties are analyzed by mass

spectrometry, with special focus on their behavior upon energetic collisions with a neutral

gas, since these processes bear many similarities to collisions with a solid surface.

Some of the ion beams are used for deposition. Ion beams of the protein BSA, of

the dye molecule Rhodamine 6G (Rho6G), of organic ionic surfactant clusters composed

of sodium-dodecyl sulfate (SDS) and of inorganic nanoparticles (gold colloids, carbon

nanotubes, CdS nanorods and V2O5 nanowires), are deposited onto graphite and silicon

oxide (SiOx ) surfaces in high vacuum. The fluorescence of Rho6G is detected after

its deposition, which is a proof for the destruction-free ion beam deposition, i.e. of a

successful soft landing. For the other classes of deposited particles, diffusion on the surface

and sometimes formation of nanostructures is observed. BSA forms fractal agglomerations

on graphite, while it does not show any diffusion on SiOx surfaces. SDS forms flat, two

dimensional islands on graphite and silicon. Finally it is demonstrated that large, inorganic

nanoparticles (up to 106 u) can be ionized and soft landed by the developed apparatus.

Having proven the principle of low energy ion beam deposition for a wide variety of

nonvolatile particles, the technique is now ready for being integrated with in-situ char-

acterization techniques such as scanning tunneling and atomic force microscopy (STM,

AFM). For this purpose, the ion beam deposition setup has been expanded by two vacuum

chambers for sample preparation and analysis. Future experiments aim at the deposi-

tion and analysis of complex organic molecules in UHV, and at gaining a more detailed

understanding of the soft landing process.

Keywords: Electrospray, Ultrahigh Vacuum, Ion Beam, Deposition, Soft Landing, Mass

Spectrometry, Scanning Probe Microscopy, Organic Molecule, Protein, Nanoparticle, Clus-

ter
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ZUSAMMENFASSUNG

Nanopartikel und grosse funktionelle Moleküle haben keinen Dampfdruck, was ihre An-

wendung bei der Vakuumdeposition durch Verdampfen unmöglich macht. Zudem ist die

Verwendung von Ultrahochvakuum (UHV) basierter Analytik bei Proben, die an Luft oder

in Lösung hergestellt werden, nicht möglich, da diese für UHV Techniken meist nicht sauber

genug sind.

Um diese technologische Lücke zu schliessen, wurde eine neuartige Ionenstrahlanlage zur

sanften Deposition (soft landing) im UHV konstruiert. Ein Ionenstrahl aus nicht volatilen

Teilchen wird durch Elektrospray Ionisation (ESI) erzeugt. Die Anlage besteht aus sechs

aufeinanderfolgenden, durch Blenden verbundenen Pumpstufen. Dieser Aufbau ist in der

Lage, die Druckdifferenz von 13 Grössenordungen zwischen Umgebungsdruck und Hoch-

bzw. Ultrahochvakuum zu überwinden.

Verschiedene Ionenoptiken werden eingesetzt, um einen Ionenstrahl zu erzeugen, seine

Masse einzustellen und ihn durch die Pumpstufen auf eine der Proben zu leiten. Der

Ionenstrahl wird aus einer Überschallexpansion von einem Skimmer abgetrennt und in

einem Hochdruckquadrupol gebündelt. In einem weiteren Quadrupol im Hochvakuum

wird die Masse des Ionenstrahls eingestellt. Im weiteren Verlauf leiten elektrostatische

Linsen den Ionenstrahl und fokussieren ihn auf die Probe. Um eine kontrollierte Deposition

zu gewährleisten, wird der Ionenstrahl vor der Deposition von einem linearen Flugzeit-

massenspektrometer und Faradaybecher mit einem Bremsfeld analysiert. Teilchenstrom,

Zusammensetzung und kinetische Energie können auf diese Weise bestimmt werden.

Massenspektrometrische Untersuchungen und Depositionsexperimente wurden ausgeführt,

um die Tragfähigkeit des Konzepts der Ionenstrahldeposition im Hoch- und Ultrahochvakuum

unter Beweis zu stellen. Viele verschiedene Ionenstrahlen konnten hergestellt werden,

darunter solche von organischen Molekülen, von organischen und anorganischen Salzclus-

tern, von Polymeren und von Proteinen. Die Eigenschaften dieser Strahlen sind mit Massen-

spektrometrie untersucht worden, wobei insbesondere ihr Verhalten bei Kollisionen mit

einem neutralen Gas im Mittelpunkt steht, die Parallelen zu Kollisionen mit Oberflächen

aufweisen.

Einige der untersuchten Ionenstrahlen sind für die Deposition verwendet worden. Das

Protein BSA, der Farbstoff Rhodamine 6G (Rho6G), das metall-organische, ionische

Tensid Natrium Dodecyl Sulfat (SDS) sowie inorganische Nanopartikel (Gold Kolloide,

Kohlenstoff Nanoröhrchen, CdS Nanostäbchen und V2O5 Nanodrähte) wurden auf SiOx -

und Graphitoberflächen im Hochvakuum deponiert. Die charakteristische Fluoreszenz von

Rhodamine konnte nach der Deposition nachgewiesen werden, was beweist, dass es möglich

ist, Moleküle aus einem Ionenstrahl sanft zu deponieren. Dieser Vorgang wird als soft

landing bezeichnet. Die anderen deponierten Teilchen diffundieren nach der Deposition,

woraus das Wachstum von Nanostrukturen auf einigen Oberflächen resultiert. Fraktale

Inseln konnten für BSA auf Graphit beobachtet werden, während auf SiOx keine Diffusion

festgestellt werden konnte. SDS bildet abhängig von der Beschaffenheit der Oberfläche

molekulare Einzel- oder Doppelschichten auf Graphit und SiOx . Ausserdem ist gezeigt

worden, dass sehr grosse Nanopartikel mit Massen bis zu 106 u ionisiert und deponiert

werden können.
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Da die Experimente in dieser Arbeit zeigen, dass das Prinzip der Ionenstrahldeposition

für nicht verdampfbare Moleküle und Cluster funktioniert, wird der experimentelle Auf-

bau derzeit um eine Einheit zur in-situ Charakterisierung erweitert. Zwei weitere UHV

Kammern, eine für die Probenpräparation, die andere enthält ein UHV Rastertunnel- und

Rasterkraftmikroskop, werden gegenwärtig in Betrieb genommen. Weitere Experimente, die

das Verhalten von komplexen organischen Molekülen auf Oberflächen im UHV untersuchen

sollen und dazu beitragen, den Depositionsprozess von hyperthermischen organischen Ionen

besser zu verstehen, werden zurzeit vorbereitet.

Schlagworte: Electrospray, Ultrahoch Vakuum, Ionenstrahlen, Beschichtung, Soft Land-

ing, Massenspektrometrie, Rastersondenmikroskopie, Organische Moleküle, Proteine, Nano-

partikel, Cluster
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1 INTRODUCTION

Nanoscience and Nanotechnology

Nanotechnology is an expression of advancing technology. The desire to have
more effective and efficient tools and machines has led to increasingly stronger
efforts to understand, control and exploit matter at the nanoscale.

On one side, the bundling of many functions into a single device, the in-
crease of actuation speed and parallelization and the decrease of energy con-
sumption has driven the production of ever smaller objects. In general, these
are able to serve the same purposes of their larger counterparts but do this
faster, cheaper and more effectively. On the other hand, research of the last
fifty years has demonstrated that nanometer size objects very often behave
completely different than macroscopic ones. When the size of matter reaches
the nanometer range, its properties do not follow anymore a simple down-
scaling but start to obey to different physical laws and new phenomena can
emerge. The exploitation of these novel properties of matter is one of the most
relevant aspects of nanotechnology.

Calculating machines are distinctly one of the most prominent examples of
a technology whose miniaturization has crossed the nanoscale border. The
integration density in nowadays computer processor has reached such high
levels that their elementary building parts have sizes of few tens of nanome-
ters [1]. Biological structures are a further example of highly complex systems
whose behavior is entirely determined by processes occurring at the level of
single atoms or molecules, thus in every respect at the nanoscale. Nowadays
it is generally believed that a profound knowledge of biological processes at
the nanoscale combined with the development of technologies able to use this
knowledge, will open the way to extremely powerful and long-reaching ap-
plications into the fields of medicine, pharmacology, agriculture, energy, etc.

At present nanotechnology is becoming an interdisciplinary effort which
combines several traditional sciences including physics, chemistry, material
science, biology and medicine. Its principal efforts are directed towards the
fabrication of new materials and the development of new tools able to analyze
and precisely characterize matter at the nanoscale.

Recent advances in synthetic macromolecular chemistry have resulted in
complex organic compounds, that are capable to perform a pre-designed spe-
cific function at the single molecular level. For instance, molecules designed
to behave as bridges [2], propellers [3, 4], circuits for persistent currents [5],

9



1 INTRODUCTION

switches [6, 7], wheelbarrow [8] or even nanocars [9] have been recently suc-
cessfully synthesized.

However, functional molecules do not need to be necessarily fabricated ex-
novo. Billions of years of evolution have selected incredibly smart molecular
units able to perform very complex tasks. DNA for example is today studied
not only due to its function as the genetic information storage medium, but
also due to its programmable and * Main.TWikiUsers * TWiki.TWikiRegistration
* Bureaucracy.WebHome * Documentation.LibraryKK * Ideas.WebHome * Lab-
oratory.EsiLab * Fun.WebHome

extremely selective binding properties. Since only complementary single
strands of DNA will form a stable double strand, selected sequences of DNA
can be used in order to self-assemble 3 dimensional nanometer structures [10].
Another important topic in biological nanotechnology is the exploration of the
active sites of proteins [11]. Although being made out of a catalogue of only 20
basic units, these nanoscale molecules are able to specifically catalyze all types
of reactions necessary for life while working under physiological conditions
at room temperature.

Since the fundamental processes governing the behavior of all these func-
tional molecules occur at the nanoscale, the ability of characterizing them
on the same lengthscale has become equally essential. Scanning probe mi-
croscopy represents an exquisite imaging technique with nanometer resolving
capabilities that can be employed if molecules are adsorbed on a surface. Scan-
ning tunneling (STM) and atomic force microscopes (AFM) use the interaction
between a sharp tip and a surface to locally measure the height and create an
image when scanned across a certain area. Used in ultra-high-vacuum un-
der very clean and controlled conditions, these imaging techniques can reach
unprecedented levels of spatial resolution [12].

Some of the molecules mentioned above have indeed been characterized
by STM at molecular and sub-molecular resolution [13]. However, the fact
that complex functional molecules and nanoclusters do not typically have a
high vapor pressure, represents a major problem for their analysis by means of
scanning probe microscopy (SPM) and other UHV-based advanced character-
ization techniques. In fact, such molecules decompose before being sublimed
and therefore cannot be transferred onto clean surfaces in UHV by traditional
molecular beam evaporation techniques.

Thus several alternative approaches of bringing molecules to surfaces in
UHV have been explored. These include pulsed value techniques [14, 15],
pulsed evaporation [16] and printing of molecules. These techniques are able
to deposit nonvolatile molecules to a surface in vacuum, but they also bear
major disadvantages.

Pulsed valves are used to inject small amounts of solution, sometimes dis-
persed in a carrier gas, containing nonvolatile molecules into the UHV. The
solvent, typically chosen to be very volatile, evaporates before the molecules
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1 INTRODUCTION

reach the surface. Major problems of this methods are the temporary strong
contamination of the vacuum – the pressure raises in the 105 mbar range –
and the high kinetic energy of the molecules when they hit the surface, which
is determined by the supersonic expansion of the gas entering the vacuum
chamber. Although nonvolatile molecules can be deposited this way, the de-
position is often very inhomogeneous, the surface is contaminated by solvent
residues and the parameters of the deposition, especially the kinetic energy of
the molecules cannot be controlled.

Printing of molecules bears similar disadvantages. The surface can be dam-
aged or contaminated by the stamp and the transfer of the molecules is very
inhomogeneous and certainly not reproducible. The pulsed evaporation tech-
nique employed heat pulses rather than continues heating [16]. It can be used
to evaporate molecules that are fragmented partially upon normal evapora-
tion. However, always a certain fraction of the molecules is fragmented by
this evaporation technique and molecules that do not evaporate at all, cannot
be transferred into the gas phase with this technique either.

On the other hand, extremely versatile mass spectrometric tools are avail-
able in analytical chemistry and biochemistry that are able to detect and iden-
tify large and complex molecules as gas phase ions. Electrospray ionization
(ESI) [17] and matrix assisted laser desorption ionization (MALDI) [18] have
opened and greatly advanced the field of analytical applications in these fields,
due to the fact that biological molecules, despite their sensible nature, can be
ionized and brought into the gas phase while staying intact.

Recent attempts on vacuum deposition of nonvolatile molecules have been
made in combining soft ionization and deposition in vacuum. A modified
MALDI mass spectrometer has been used for vacuum deposition of graphene
molecules on graphite surfaces [19]. Others attempt to use an electrospray ion-
ization source in vacuum (and not at ambient pressure as usual) and have
shown to be able to deposit polymer droplets and carbon nanotubes from a
solution on surfaces in vacuum [20, 21]. Since rather a beam of small charged
droplets than a gas phase ion beam is deposited, this technique has to be com-
pared to pulsed valve techniques, since solvent contamination is present also
here.

How to Combine Nanoscale Objects and Ultrahigh Vacuum – Outline of

the Work

The work presented in this thesis focuses on the combination of the technolo-
gies of electrospray ionization mass spectrometry (ES-MS) and ultrahigh vac-
uum scanning probe microscopy (UHV-SPM) in order to create a novel tool for
nanotechnology. A molecular or nanoparticle ion beam created by ESI is used
for controlled vacuum deposition on a solid substrate. A fundamental require-
ment of such an apparatus is the ability to set and monitor the key parameters
of the deposition, the ion flux, kinetic energy, charge state and mass. There-

11



1 INTRODUCTION

fore, the setup needs to combine an electrospray ion beam source in which the
beam composition can be determined and a time-of-flight mass spectrometer
to analyze it.

The deposition takes place at a solid sample where it must be possible to
position the ion beam, to measure the ion flux and to adjust the ion energy.
The resulting sample needs then to be analyzed in situ with SPM or transferred
through a loadlock for further ex situ analysis.

In order to reach these goals, several milestones have to be achieved. Since
the soft landing ion beam deposition in ultra high vacuum requires a custom
made source, an integral part of the work deals with the development and
testing of this novel apparatus.

In chapter 2 the basics of electrospray ionization and time-of-flight mass
spectrometry as well as some aspects of ion beam interactions with gases and
solids are outlined. There the main aspect is the ionization process itself and
the energy transfer in the collision processes. These phenomena determine the
type of particle which is deposited, by ionization and fragmentation.

Chapter 3 mainly deals with the ion beam deposition setup as it is designed,
constructed and used. A special focus is on the development of the ion beam
optics, that plays a crucial role in the deposition process. The correct design
of quadrupoles and electrostatic lenses determines the two most important
parameters for ion beam soft landing: the ion flux which can be achieved for
deposition and the kinetic energy of the ion beam. In addition some analytical
techniques that have been used for sample analysis are outlined.

Chapter 4 and 5 present and discuss experiments performed on the ion
beam deposition source. Mass spectrometric measurements and ion beam de-
position in high vacuum is performed in order to characterize the performance
of the ion beam source and address current topic in ion beam deposition.

Ion beams of ionic salt clusters, organic molecules, biological molecules and
nanoparticles are created and analyzed by mass spectrometry. The investi-
gations focus on the charge state of the ion and on its fragmentation behavior.
Both properties play an important role for the ion beam deposition. The charge
state determines the kinetic energy and depends on the structure of the par-
ticle, the collisions with gas molecules results in fragmentation which can be
compared with surface collisions.

Deposition experiments are performed with proteins, dye molecules, or-
ganic salts and nanoparticle. For four distinctly different classes of molecules,
ion beam deposition and also soft landing is investigated by different tech-
niques. Proteins, organic salt layers and nanoparticles are analyzed morpho-
logically, while the dye molecules are studied by fluorescence spectroscopy.

12



2 BASICS

The controlled deposition of molecular or cluster ions at a solid surface in ul-
trahigh vacuum requires an experimental setup which combines several tech-
niques from different areas of expertise. To put this general idea into practice,
knowledge about the creation, manipulation, detection and deposition of ions,
as well as about other technical aspects, like vacuum generation, mass spec-
trometry, ion optics, electronics and software are required(which are treated in
chapter 3).

Within this chapter the generation of molecular or cluster ions by electro-
spray ionization is discussed in section 2.1, page 13. The mechanisms of elec-
trospray ion generation are outlined in section 2.1.2, page 14, while section
2.1.3, page 17 is devoted to properties of the ions that are created. A short
overview on the principles of time-of-flight mass spectrometry is given in sec-
tion 2.2, page 20. This technique is employed in order to control the ion beam
before the actual vacuum deposition.

The collision of ions with a surface and with gas molecules is finally treated
in section 2.3, page 24. The involved phenomena, collision induced dissocia-
tion (CID) and surface induced dissociation (SID) are discussed and compared
based on literature on the topic. In this context, a simple model is developed
by which it is possible to qualitatively understand the energy transfer due to
ion-gas-collisions and its dependence on the main experimental parameters.

2.1 ELECTROSPRAY IONIZATION

2.1.1 Introduction

Many methods are available to produce gas phase ions. Depending on the
desired properties of the resulting ion beam, a specific ion source is selected.
Electron impact ionization (EI), fast atom bombardment (FAB) or laser ioniza-
tion in different forms (LDI, MALDI) are used for mass spectrometry, while
RF or microwave sources generate high fluency beams for applications like
surface modification [22, 23, 24, 18].

The electrospray ionization source (ESI) for the use in mass spectrometry
(MS) was invented in the 1980s [25, 17, 26, 27, 28], the electrospray effect which
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2 BASICS

is the dispersion of a liquid into an aerosol by a high electric field has been
known since a long time [29, 30, 31]. ESI-MS rapidly became a widely used
technique due to its unique property to softly ionize even very sensitive or-
ganic and biological molecules, which thus became quickly and easily to de-
tect [11, 32, 33].

Today ESI-MS is widely used for medical, biological and biochemical ap-
plications. A major advantage of this solution based ionization technique is
the capability of directly coupling a mass spectrometer to a (high pressure)
liquid chromatography (LC) system, which allows a high throughput analysis
of very small amounts of sample. [34] These developments have made LC-
ESI-MS the technique of choice in biochemistry for mapping the proteomic
expression of living organisms. For this complex task automated mass mea-
surements and database coupled automated data analysis is employed. [35, 33].

Moreover, electrospray mass spectrometers are a very important and ver-
satile tool in analytical chemistry, where they are used to identify all kinds
of compounds. Additionally, many specialized applications employ electro-
spray ionization. Electrosprays are used to disperse solution in various am-
bient pressure deposition applications [36, 37, 38, 39, 40, 41, 42, 43, 44, 45], in the
ion mobility analysis of the interaction of large molecules and gases [46, 47, 48],
for ion trapping and spectrometry [49] and finally when electrosprayed ions
are deposited at surfaces in vacuum for the purpose of preparative mass spec-
trometry [50, 51, 52, 53, 54, 47, 55, 56, 57, 58, 59, 60, 61, 62]. The scope of this work
has many common aspects with the latter application, since both techniques
employ electrospray ion beams for the soft landing deposition of matter. The
difference lies in the purpose of the deposition. Preparative mass spectrome-
try is used to purify and enrich materials, like a rare isotope or a protein [63, 53],
while the UHV deposition of large organic molecules and clusters aims at the
creation of functional nanostructures on surfaces under highly controlled vac-
uum conditions.

The following section describes the principles of electrospray ionization and
outlines some of the properties and considerations relevant for its use in mass
spectrometry and in ion beam deposition experiments. In particular section
2.1.2, page 14 describes the creation of charged droplets and how they evolve
into gas phase ions. In section 2.1.3, page 17 the properties of ion produced by
ESI are reviewed.

2.1.2 The Electrospray Ionization Process

Instability Driven Creation of Gas Phase Ions

Electrospray ionization is a technique to create gas phase ions from a solution
containing charged particles. A voltage applied between a capillary and a
counter electrode results in a strong field at the needle’s apex which leads to
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the polarization of the liquid. If the field is strong enough, the charged surface
of the liquid is destabilized and a cone (Taylor cone [30]) forms which emits a
jet of charged droplets [64, 65, 25].

The emitted current Idrop depends on the flow rate of the liquid f and on
the conductivity of the solvent σsolvent. The power law Idrop ∝ (fσsolvent)x for
x < 1

2 is found experimentally [66, 67]. In a typical ESI source the needle is
positioned in a distance of 1 − 10 mm away from the counter electrode. The
electric field is created by a voltage in the range of 0.5− 5 kV applied to either
the needle or the counter electrode.

Figure 2.1 sketches the electrospray needle with the Taylor cone, the droplet
formation and the consecutive droplet evolution, which leads to the creation
of gas phase ions. In the electric field the droplets are accelerated towards the
counter electrode. On their way they interact with the surrounding gas, which
leads to the evaporation of the solvent, which is further supported by a heated
gas flow in counter direction (curtain gas).

Figure 2.1 – [left] Setup of the atmospheric part of an electrospray source contains a
conductive needle and a capillary entrance. [middle] Sketch of a Taylor cone emitting
droplets [right] Destabilization and fission of a charged droplet.

The solvent evaporation increases the charge-per-volume ratio which finally
destabilizes the droplet. The Rayleigh limit gives the critical size (radius R) of
a charged droplet as a function of its charge Q, the material properties of the
solvent, the electric permittivity ε and the surface tension γ [67].

Q = 8π
√

εγR3 (2.1)

Equation (2.1) shows that for a constant volume many small charged droplets
are more stable than few large ones. Instable droplets therefore fission or emit
small, highly charged droplets when they become unstable [65]. The iteration
of solvent evaporation and fission finally results in desolvated charge carriers,
which are molecular ions, cluster ions or just atomic ions.

Two mechanisms of the final desolvation of the charge carriers are possible.
The charged residue model proposes that the solvent continuously evaporates
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until it is completely gone, leaving behind a charged particle [68, 69]. The alter-
native ion evaporation model is based on the fact that when a charged droplet is
close to being unstable, it can gain energy by emitting charged particles in the
form of desolvated ions [69, 70, 71].

Independently of the model, only a small amount of the ions or molecules in
solution become gas phase ions. Not all droplets are charged highly enough to
undergo successive droplet fissions that finally creates ions. Other molecules
might just be desolvated as neutrals. Most importantly, all particles in a droplet
are competing in the ionization process. Besides the analyte molecules also
solvent molecules can be ionized, which typically happens in the form of
solvent clusters. Every electrospray therefore contains a certain amount of
charged clusters of solvent molecules or contaminations. The relative abun-
dance of two ion species thus depends on the concentration ratio and on how
easy a certain molecule can be charged.

Supersonic Expansion: Transfer into Vacuum

Electrospray ionization creates a cloud of charged and uncharged particles in
air, which is sucked into vacuum. There, the ion cloud has to be transformed
into an ion beam that can be used for the purpose of mass spectrometry or
deposition. The assembly which creates the ions and transforms them into
an ion beam in vacuum in general is referred to as an ion beam source. In
the special case of atmospheric ionization for mass spectrometry, the term at-
mospheric interface (AI) is often used, due to its function to couple the mass
spectrometer in high vacuum to the ionization in air.

A defined leak in a vacuum chamber connects the atmospheric pressure ion-
ization to the vacuum assembly which is needed for the handling of an ion
beam. To limit the pumping speed necessary to maintain the pressure in this
first vacuum chamber, the leak is designed as small as possible by employ-
ing a long capillary of a diameter of less than one millimeter through which
the ions can enter. In this way, a pressure ratio of 2 − 5 order in magnitude
can be achieved. In figure 2.2 [left] a typical atmospheric interface contain-
ing the spray needle, counter electrode, capillary, skimmer and quadrupole is
sketched.

The difference in pressure leads to an expansion of the gas entering the vac-
uum chamber by which gas molecules, neutrals and gas phase ions are cooled
and accelerated to supersonic speeds. This process happens in a way which
is determined by the carrier gas. The maximal terminal velocity of the expan-
sion is only a function of characteristics of the carrier gas (heat capacitance Cp,
mass m, temperature T ) [72]:

vterminal =

√
kBT

m
Cp (2.2)
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Figure 2.2 – [left] Atmospheric Interface. [right] Sketch of a supersonic expansion.

Depending on the pressure, the expanding gas interacts with the backgrou-
nd gas in the vacuum chamber by which it is heated due to collisions. The
position xM of the Mach disk marks the transition from supersonic to subsonic
speeds, which is equivalent to the transition from a molecular beam (directed
motion) to a gas cloud (random motion).

xM = dcapillary

√
p0

p1
(2.3)

The transfer of the ions into the next vacuum chamber at lower pressure is
done using a skimmer to minimize turbulence. In order to achieve an ion beam
of high intensity and good collimation, the skimmer should be placed in the
region before the Mach disk, where it can sample particles still characterized
by a directed motion [67, 72].

Alternatively an ion funnel can be used, to collimate the expanding gas
cloud and transfer the ions to the next pumping stage []. Since ion funnels
are RF ion optical devices that consist of many components, such a solution
means a much larger effort, then the use of a skimmer.

2.1.3 Ions Produced by an Electrospray Source

Electrospray ionization is possible in positive and negative mode, which re-
lates to the polarity of the applied voltage and hence of the created ions1.
Which ions are created from a solution depends on the solvent, the properties
of the dissolved molecules, their concentration and the settings of the source
parameters. In order to create an ion beam for a specific purpose the solution
needs to be prepared accordingly. For instance, a solution for mass spectrom-
etry should give a clean, low background signal, while for deposition a high
current is most desirable. What ions are to be expected from a certain solution
is discussed in the following section.

1Within this work only the more popular positive electrospray mode is used. Since both
modes are equivalently described, only the positive mode will be discussed in the following.
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Type of Charging

Since not every particle of an electrosprayed solution gets charged the ques-
tion arises if there are molecules that are charged preferably and whether this
depends on specific conditions. Most solutions used for electrospray contain
ions in solution. Water is autoprotolyzed in H+ and OH−, other solutions are
contaminated with small amounts of salt ions. These ions are typically also
present in the electrospray ion beam, especially when no competing ioniza-
tion pathway exists.

Solutions containing molecules can be ionized under certain conditions char-
acterized by pH value, salt concentration or the electrochemical potential. The
most prominent example relevant for positive mode ESI is the amino func-
tional group in organic molecules which is protonated for acidic pH [73, 69, 74,

32]. This way of charging is used for proteins since it requires only a very mild
acid like acetic or formic acid which does not decompose the protein [32]. The
addition of the acid raises the concentration of H+ by which the equilibrium
in the reaction H+ + H2N−R ↔ (H3N−R)+ is shifted to the right side. As a
consequence, the fraction of protein ions in the electrospray is increased.

A similar effect can be achieved by the addition of low concentrations of
salts for instance through contaminations. Ions like H+, Li+, Na+,K+ and to
a lower extend Mg2+ and Ca2+ can attach to organic molecules in solution
and form gas phase ions in the electrospray [67]. By this mechanism charged
clusters of many particles are formed, whose building units can be ions or non-
ionic molecules. Charged solvent clusters are a common example [75, 76, 77].

The charging of salt cluster ions formed from concentrated salt solutions
represents a special case of this mechanism. Sodium chloride, for example,
creates singly and doubly charged cluster ions of the type mNa+(NaCl)n (m =
1, 2) [78, 79, 80, 81]. A high concentration of salts in a solution leads to the
dominant creation of cluster ions which suppresses other ionization paths.

Finally non-ionic molecules can be ionized in an electrospray besides the at-
tachment of H+ or Na+ by an electrochemical reaction. Due to the high voltage
used for the electrospray, the potential drop at the metal-liquid interface of the
spray needle can be sufficient to oxidize molecules. These molecules are then
ionized in solution and can become gas phase ions. Complex compounds and
aromatic or highly conjugated molecules with electron donating groups like
−OH, −OCH3, −N(CH3)2 or −CH3 are typical candidates [67].

Mass-to-Charge-Ratio Range

Both charging mechanisms proposed for electrospray ionization, either the
charge residue model [68, 69] or the ion evaporation model [69, 70, 71] predict that
large molecules can be highly charged. In fact, this has been observed in ex-
periments on the ionization of molecules with very high masses, up to 105 u
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[74, 27]. The mass-to-charge-ratio of electrospray ions is almost always found
in the range of 0−6000 Th, which implies a strong multiple charging for heavy
molecules [40].

This phenomenon is one of the major advantages of ESI. Firstly, multiple
charging means low mass-to-charge-ratios which makes simple quadrupole
mass spectrometers available for high mass detection. Secondly, multiple char-
ge states give direct access to the real mass of a particle. The identification of
ions based on their mass-to-charge-ratio is possible if more than one charge
state is observed. From the mass-to-charge-ratios of two neighboring charge
states z and z + 1, Mz = m/z and Mz=1 = m/(z + 1), the mass can be directly
calculated as [35](section 4.3.1, page 106)

m =
Mz+1Mz

Mz −Mz+1
(2.4)

Finally, the charge state gives additional information about the conformation
of the ions in solution, which can be the native environment for functional
biological molecules, which exist in different conformational states. These
can be related to different charge states of their gas phase ions (section 4.3.2,
page 108).

In general, the charge state of a particle depends on the energetics of the ion-
ization process and how many ionization sites are available. Highly charged
particles can be created and will be stable if the charging sites are far enough
from each other so as to minimize the Coulomb repulsion. The energy that
is needed to charge two sites in a gas phase ion is gained by lowering the
charge of the droplet, the gas phase ion is originating from. The ion evapo-
ration model proposes that the emission of a multiply charged gas phase ion
from a highly charged unstable droplet is energetically favorable. The energy
gained by the emission is needed to compensate desolvation and the charging
energy.

The picture in the charged residue model starts with a multiply charged
droplet which is stable and will remain stable also when all the solvent is gone,
since the particle inside is big enough to bind all the charges in solution. In this
case no further fission occurs. Also in this case the result is a multiply charged
gas phase ion.

As a consequence of either electrospray ionization charging mechanism,
highly charged particles will be created by an electrospray source, if many
charged particles are present in solution due to a high concentration of ions
and when no low charged competitor is available at the same time.
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2.2 TIME-OF-FLIGHT MASS SPECTROMETRY

2.2.1 General Aspects of Mass Spectrometry

The term mass spectrometry refers to a group of techniques which are used to
determine the mass of ions. The first mass spectrometer has been constructed
by J. J. Thomson in 1913 [23].

Since then, several types of mass spectrometers have been developd. Among
the most popular are quadrupole mass spectrometers (QMS) [82], magnetic sec-
tor mass separators, fourier transform ion cyclotron resonance mass spectrom-
eters (FTICR-MS) [83], orbitrap mass spectrometers [84] and the time-of-flight
mass spectrometer (TOF-MS) [85] that is used in this work.

In mass spectrometry the measured quantity is mass-to-charge-ratio and not
mass since all techniques employ electromagnetic fields in such way that the
particles are separated by m/z. The unit of this quantity is Thomson, named
after J.J. Thomson [23] and is defined as 1 Th = 1 u

e . The mass-to-charge-ratio
M of a particle with mass m and charge state z = Q/e, where Q is its total
charge, is defined as [86]:

M =
m

z
. (2.5)

A time-of-flight mass spectrometer separates ions due to the fact that, accel-
erated by the same electric field, light ions reach a detector earlier than heavy
ones. A TOF measurement starts with an extraction voltage pulse which acts
on the ions belonging to a certain position of the ion beam (the so called extrac-
tion volume) and accelerates them towards a detector. The ion current gener-
ated at the detector is recorded as a function of time. A time-of-flight spectrum
results from the integration of this I(t) signal over many cycles, each of which
lasts a few 100 microseconds. The final mass-to-charge spectrum is obtained
after the calibration of the time-of-flight-spectrum.

Due to its mode of operation, a time-of-flight mass spectrometer immedi-
ately gives the full mass range for each cycle, which makes measurements very
quick, even for a large mass-to-charge-ratio range. The TOF’s mass-to-charge-
ratio range of up to 105 Th is very large, compared to other mass analyzers.
The resolution that can be achieved by TOFs ranges from 100 to 1000 for linear
spectrometers and up to 20000 for reflectrons [87, 88, 89, 90]. The device itself is
very robust, since it contains no movable mechanical parts and only moderate
manufacturing precision is needed. Moreover, the electronics necessary for an
average performance TOF-MS is off the shelf today.

2.2.2 Ion Motion in the Linear TOF Mass Spectrometer

An orthogonal extraction linear time-of-flight mass spectrometer is character-
ized by a switchable extraction region, an acceleration region (length a), a field
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free drift region (length d) and finally the detector. In figure 2.3 the character-
istic parameters of these components and the potential landscape they gen-
erate are sketched. In fact, the ions fly to the detector under a certain angle
Θ = arctan(

√
vx/vy) ≈ arctan(Ekin/Ua)

1
4 which is determined by the initial

kinetic energy of the beam Ekin and the acceleration potential potential Ua.

Figure 2.3 – Potential landscape of a linear time-of-flight mass spectrometer, (a = a1 +
a2-acceleration length, d - drift length, Ua - acceleration potential )

Starting with the extraction pulse, the charged particles are accelerated by
an electric field E , which changes their direction towards the detector. Particles
of mass m and charge Q = ze are accelerated by a potential Ua along a distance
a into the y direction (the additional drift length d is neglected for simplicity).
From Newton’s equation of motion follows

m
d2y

dt
= EQ =

Uaez

a
(2.6)

For a flight distance y = a the flight time t is be derived to be

t = a

√
2

Uae

m

z
, (2.7)

which shows the dependence of the flight time on the mass-to-charge-ratio .
This relation is exact only for a linear acceleration region and for particles

with no initial velocity. Nevertheless, it illustrates two facts that are valid also
for a more elaborate calculation. Firstly, particles of different mass-to-charge-
ratio (not mass) are separated by the acceleration in the electric field so that
they arrive at different times at the detector.

Secondly, variations in the kinetic energy2 or in the flight distance will result
in unprecise measurements. These errors are caused by a non-uniform initial
velocity, by field distortions related to mechanical and electrical imperfections
and by the spread in the initial position of the ion.

In the linear TOF mass separator the error in flight time for particles of the
same mass-to-charge-ratio but different initial positions can be partly compen-
sated by designing a suitable potential landscape [85]. To compensate errors

2Strictly speaking, variations in Ekin are not reflected in equation (2.7), but will result from a
more elaborate treatment of a time-of-flight mass spectrometer

21



2 BASICS

caused by the spread in the initial velocity a reflectron type setup is needed
[91]. This operates on the principle that an initially different starting position
in y direction is compensated by the effect that particles closer to the detector
are less accelerated in the electric field and thus are slower in the drift region.
Therefore, the faster particles catch up. There is a certain point, where both
particles are at the same y-position, which is called Wiley-MacLaren-Focus. At
this point, where the detector has to be positioned, the initial error in position
is compensated.

2.2.3 Instrumental Resolution

Errors in time measurement, inherent in the technique or imposed by the ex-
perimental equipment, limit the precision of a flight time measurement which
is quantified in terms of time resolution:

Rt =
t

∆t
(2.8)

All errors in time are reflected in errors in mass-to-charge-ratio measurem-
nts, due to the connection stated in equation (2.7):

Rm =
M

∆M
≈ 2Rt (2.9)

A constant resolution across the whole mass range, which is 4 orders of mag-
nitude for a typical TOF, means that features in the mass spectrum at higher
mass-to-charge-ratio have to be further separated from each other in order to
be distinguished. At a mass resolution of 300 the peaks 300 Th and 301 Th
can be distinguished from each other, while the peaks at 3000 Th and 3001 Th
would overlap into one feature.

2.2.4 Calibration and Calibration Error

The measured time-of-flight spectra have to be converted into mass spectra
in order to be interpreted. This is done with a calibration relation which is
derived from the integration of equation (2.6).

M = A(t− t0)2 (2.10)

The parameters A and t0 are determined by a fit to a known mass spectrum as
demonstrated in section 4.1.2, page 71.

Just as the measurement it is derived from, a calibration is limited in pre-
cision, which is important to know when mass spectra are interpreted. The
error ∆M on the mass-to-charge-ratio M results from errors in the calibration
parameters and in the time measurement:

∆M =
∣∣∣∣∂M

∂A

∣∣∣∣ ∆A +
∣∣∣∣∂M

∂t0

∣∣∣∣ ∆t0 +
∣∣∣∣∂M

∂t

∣∣∣∣ ∆t (2.11)

= (t− t0)2∆A + 2A(t− t0)(∆t0 + ∆t) . (2.12)
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The relative error ∆M
M , which is a resolution in mass-to-charge-ratio , can be

understood as a limitation in mass resolving power imposed by precision of
the calibration. This is derived from equation (2.12) and equation (2.10) using
the approximation t0 << t

M

∆M
=

[
∆A

A
+

2∆t0
t

+
2∆t

t

]−1

(2.13)

=
[
∆A

A
+

2∆t0
t

+ Rm

]−1

(2.14)

The resolution in mass resulting from errors in calibration and the instru-
mental mass resolution are connected by a reciprocal sum. Therefore the low-
est value determines the final resolution of the instrument. In section 4.1.2 the
effect of the precision in calibration is considered on the example of CsI. It is
shown that for high resolution mass spectra a calibration over many peaks is
necessary to be able to reach the instrumental resolution.

An unprecise calibration can also be the result of systematic errors such as
the use of peaks for which the detector is saturated. These peaks typically
appear for very strong signals and can be identified by their asymmetrical
shape. Due to the intense current for this specific mass, the detector is satu-
rated and further events are not detected for a dead time depending on the
detector type. This results in a shift of the peak center to lower flight times
and thus in a wrong calibration if this peak is used.
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2.3 ION BEAM INTERACTIONS WITH GASES AND

SOLIDS

2.3.1 General Properties of Ion Beams

An ion beam, per definition, is a cloud of charged particles, atoms or mole-
cules, with a non zero average velocity. Each particle in the beam is fully
described by its coordinates in phase space (x, y, z, px, py, pz) and its mass m

and charge state Q = ze with z the number of unit charges.
To describe the shape and motion of an ion beam in a more useful way than

by the phase space coordinates of each particle, integral quantities are defined.
The directed axial momentum of the ion beam p‖ is given by the average of the
momentum over all particles, since the randomly distributed components ∆p

add up to zero. The average kinetic energy per ion can be written as

Ekin =
1

2m
(p2
‖ + ∆p2) (2.15)

= E
‖
kin + kBT . (2.16)

The temperature T or energy kBT relates to the spread in momentum and
energy of the ion beam. An ion beam at 0 K thus would be perfectly colli-
mated. In fact, the ion beam can be considered a gas at this temperature.
An ion beam can be heated, for instance by radiation from an RF field in
a quadrupole[92], or cooled when in contact with a cold gas (section 3.2.1,
page 52)[93, 94, 95, 96].

A conservative system presumed, this temperature is conserved [97]. Ion
optical devices such as an electrostatic lens of a time-of-flight mass spectrom-
eter do not affect the beam temperature. Since the energy spread is coupled
to the particles momentum, the spread of a heavy particle ion beam is lower
compared to a light particle beam of the same energy.

A beam of charged particles finally can be described as an electrical current
and as a flux of mass at the same time. Both are defined as the amount of
charge or mass passing through a surface in unit time. The current of an ion
beam is often directly measurable, for instance by a faraday cup [98, 99] (see
section 3.1.4, page 42). The mass flux can be calculated when the mass-to-
charge-ratio of the ions is known. It is the product of electrical current and
mass-to-charge-ratio .

2.3.2 Ion-Gas-Interactions

Introduction: Beam Cooling and Collision-Induced-Dissociation

Ion-gas-interactions play a key role in ion beam applications and can be uti-
lized as an additional tool for ion beam manipulation. In order to investigate
an ion beam by means of mass spectroscopy, the phase space volume of the
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beam should be as small as possible to reach a high mass resolution. How-
ever in perfect vacuum an ion beam can only be influenced by electromag-
netic fields or by collisions with a solid wall. The use of electromagnetic fields
typically creates a framework in which the total phase space volume of the
system is constant. This leads to tradeoffs that can be unfavorable for a certain
application. For instance, the selection of one value for the kinetic energy will
reduce the ion beam flux. The more narrow the width of the energy distribu-
tion of the ion beam gets, the lower the current. Another example is, that good
focusing results in either a broadening of the energy distribution or in loss of
current.

Ion gas collisions can be used to overcome these limitations. Collisional fo-
cusing or buffer gas cooling in ion traps are typical examples [93, 94, 95, 96].
These techniques are based on the effect, that many low energy collisions of
fast ions with a relatively cold buffer gas lead to the equilibration of the ions
and the buffer gas. Such thermalized ion beams have an energy spread re-
lated to the temperature of the buffer gas, which is typically lower than the
beam temperature (equation (2.16)) of an ion beam emitted from a supersonic
nozzle, for instance.

Collision induced dissociation (CID) is another major application of ion-gas-
interactions besides cooling. This collective term relates to the disintegration
of clusters and molecules upon collisions with a neutral gas target, indepen-
dent of the mechanism. Energetic collisions are the cause of this fragmentation
due to the transfer of kinetic energy into internal energy [100]. The specific ex-
citation or destruction of molecular ions or clusters is widely used in mass
spectrometry in order to obtain more information about an ion by analyzing
its fragments [101, 102, 74]. The most prominent technique employing CID is
product ion mass spectrometry (PIMS) in which a precursor ion is mass se-
lected and fragmented (for apparative details see section 3.4.4, page 66).

The fragmentation of the precursor molecule or cluster only takes place if
the collision energy is higher than a certain threshold value. This phenomenon
is widely researched for very diluted gases, typically at low temperatures [92].
For organic molecules a great variety of fragmentation reactions with differ-
ent threshold energies can be observed. The reason for the existence of this
threshold collisions is that the cross section for collisions at chemical energies
strongly depends on the collision energy and the chemical properties of the
molecule and the collision partner.

Skimmer-nozzle fragmentation, the method to create ion-fragments used
within this work, is one other possible method to implement CID in a mass
spectrometer besides using a collision cell (see section 3.4.4, page 66 for tan-
dem MS using a collision cell). Skimmer-nozzle fragmentation takes place in
the first pumping stage of an atmospheric pressure ionization source (API). It
is less commonly used than fragmentation in a collision cell, since it generates
less mass spectrometric information due to the lack of mass selection before
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the CID [67]. Nevertheless this technique is used widely within this work,
since it is a good way to gather more mass-spectrometric information with the
present apparatus which is optimized for deposition of ions on a surface and
thus lacks an additional collision cell.

Collisional focusing and nozzle-skimmer-fragmentation are both employed
in the ion beam deposition setup developed. Based on the kinetic gas theory,
a simple model is developed, which can be used to understand the mentioned
processes and interpret the results. This model is presented below and can
be used to estimate the number and energy transfer of the ion-gas collisions
under the influence of an electric field, and is thus a helpful tool for the design
of the atmospheric interface (see section 3.2.1, page 52).

Aspects of Kinetic Gas Theory

The kinetic theory of gases provides a framework within the kinetic processes
involved in ion-gas interactions can be described. Chemical processes during
a collision, which are described by quantum mechanics are not included in the
model. In the following the collisions between an ion beam and a neutral gas
are investigated with the kinetic gas theory [103, 104].

A beam of ions with radius R, mass mi and charge z is considered to move
with velocity v in a volume of gas. The neutral gas of mass m and particle
radius r is characterized by thermal equilibrium at temperature T , pressure p

and its molar density n = pNA
RT . The average velocity of a molecule in the gas

is then given by

v̄ =

√
8kBT

πm
(2.17)

which is 471 m
s for nitrogen at room temperature. This velocity corresponds to

a kinetic energy of 32 meV.
An ion which is moving in this gas undergoes multiple collisions. The mean

free path λ is the average distance that an ion can travel between two collisions
and is given by:

λ =
[
nπσ

√
mi

m

]−1

(2.18)

Here σ = π(r + R)2 is the collision cross section of the hard sphere model.
The energy loss of the ion due to a buffer gas collision is called collision en-

ergy and can be calculated from energy- and momentum conservation. With-
out knowledge of the exact collision parameters it is useful to calculate the
maximum collision energy in order to compare the calculated values to exper-
imentally found fragmentation threshold energies.

Ec =
µ

2
(v̄ − v)2 (2.19)

The maximum collision energy Ec depends on the velocities and the reduced
mass µ = mM

m+M .
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Figure 2.4 – [top left] Mean free path of a particle as function of mass in N2 at
293 K and various background pressures, calculated from equation (2.18). [top right]

Kinetic energy and collision energy as a function of the collision number for a 1000 u
particle accelerated by declustering potentials of 0 − 500 V in N2 at 1 mbar. (equation
(2.26)) [bottom left] Collision energy for three particles of the same mass-to-charge-
ratio as a function of path traveled in 1 mbar N2 at 200 V declustering potential. The
number of collisions Ncollision is given. [bottom right] Collision energy as a function
of particle mass for p = 0.1− 10 mbar and charge states of 1 + and 2 + at 250 V.
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The relations presented above allow to estimate important characteristics of
ion optical devices that employ ion-gas-collisions for fragmentation or cooling.
Equation (2.17) gives the drift velocity of a thermalized ion beam, allows to
estimate how many collisions occur on such a way and equation (2.19) shows
how intense these collisions are.

Kinetic Model for Skimmer-Nozzle Fragmentation

The collision energy between two particles can be estimated by equation (2.19),
the average distance between two collisions by equation (2.18). For nozzle-
skimmer-fragmentation the framework in which kinetic gas theory is applied,
is more complicated. The same ion collides many times while it is constantly
accelerated. Due to the energy transferred through these collisions, the mole-
cule eventually fragments, either when a certain threshold energy is exceeded
in a single collision or by accumulation during many events. In order to calcu-
late the collision energy and to find how this energy depends on parameters
like pressure, electric field and what particles are involved, a simple model to
approximate the accelerated motion of the ion is developed.

In the first pumping stage, gas containing molecular ions leaves the capil-
lary and enters a region of low pressure, typically 1 mbar. As already shown
in section 2.1.2, page 14 a supersonic expansion of the gas into vacuum is the
result, which accelerates the gas molecules to supersonic speeds.

The terminal velocity of this expansion, given in equation (2.2), is assumed
as starting velocity. The declustering potential between the fragmentor elec-
trode and the skimmer Udec = Ufrg − Uskimmer is further accelerating the ions
once they leave the nozzle. On their way the ions undergo intense collisions
with the background gas that can lead to the fragmentation of the molecular
or cluster ions, as described in section 4, page 67. The number of collisions
is estimated by the mean free path equation (2.18) and their maximal energy
transfer by equation (2.19).

The thermal energy of the buffer gas is much smaller than the relevant bind-
ing energies between the molecules or clusters. Therefore, in order to simplify
the calculation, the buffer gas is assumed to be at rest, which is suitable for the
average over many collisions, since the velocity of the gas particles is low com-
pared with the velocity of the ion. Between the collisions the ions can travel
freely.

The change in kinetic energy per collision, as given by equation (2.19) can
then be written as the quotient of the kinetic energy of the ion before (Ekin

1 )
and after (Ekin

2 ) the event. This quotient is the kinematic factor

κ =
Ekin

2

Ekin
1

= 1− 2µ

mi
(2.20)

which is constant for given collision partners. Between two collisions an ion
can travel freely in the electric field E = Udec/dNS of skimmer and fragmentor
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electrode (distance dNS = 4 mm). The energy W gained therefore depends on
the mean free path λ equation (2.18) and the charge state of the particle ze.

W = Eλze (2.21)

For a number of collisions k the kinetic energy can thus be written as

Ekin(k) = E0κ
k + W

k∑
i=1

κi (2.22)

= E0κ
k + W

κ(κk − 1)
κ− 1

(2.23)

where E0 is the kinetic energy of the particle after the supersonic expansion.
The kinetic energy of the ions that leave the nozzle-skimmer area can be

estimated from equation (2.23). For low pressures kNS = dNSλ has to be calcu-
lated. For high pressures the exit energy is the limit for k →∞

EExit = W
κ

κ− 1
(2.24)

which then mainly depends on the declustering potential, mass and charge
state of the particles. It is important to know this energy for the further de-
sign of the apparatus, since it is the energy of the particles entering the next
pumping stage (see section 3.2, page 52).

Since the one main interest is the nozzle-skimmer fragmentation in the first
pumping stage, the collision energy Ec is of special interest. The energy loss
Ec(k) of the kth collision is the factor (1 − κ) of the kinetic energy of the ion
right before the collision. This energy is Ekin(k − 1) + W , the energy after the
last collision plus the energy gained during the free flight period between the
two subsequent collisions.

Ec(k) = (1− κ)(Ekin(k − 1) + W ) (2.25)

= (1− κ)

[
E0κ

k−1 + W
κk − 1
κ− 1

]
(2.26)

Figure 2.4 [top right] shows the kinetic energy and the collision energy Ec for
typical parameters.

A stationary condition is attained after approximately 100 collisions for a
pressure of 1 mbar. At this point the energy gained in the electric field equals
the energy loss through the collisions. The evaluation of equation (2.26) shows
that the predominant number of collisions and the more intense ones occur
after stationary conditions are reached. Thus equation (2.21) is a good estimate
for the collision energy. In figure 2.4 [bottom left] the collision energy is shown
as a function of traveled path in the gas. The stationary state is reached within
the dimensions of the skimmer nozzle distance. The calculated value has to
be seen as an average, since epically the free traveled path during which the
ion is accelerated is not constant as assumed. This results in a rather wide
distribution of collision energies around the calculated value.
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Results from the Kinetic Model

Relation 2.26 describes the ion gas collisions as a function of the main exper-
imental parameters. Mass and charge of the incident ion, temperature, pres-
sure, buffer gas mass, cross sections, declustering potential and geometry of
the apparatus all have an influence on number and intensity of the collisions.
Since the model describes the collisions only as hard-sphere interactions, the
complex chemical behavior of the involved molecules is not reflected, which
are for instance the formation of intermediate compounds or the excitation
of internal degrees of freedom. Both effects can cause a fragmentation of a
molecule: an intermediate compound can disaggregate into products that are
different from the original substances, while the continued excitation of inter-
nal degrees of freedom by many collisions is equivalent to a heating of the par-
ticle by which it can be destroyed. Nevertheless the influence of the variation
of the parameters on the system can be studied by the kinetic model devel-
oped in this section and compared with the experiment, as shown in section 4,
page 67.

Figure 2.4 [top right] displays the kinetic and collision energy as a function
of the number of collisions. Both functions show the same behavior, because
they are directly connected by the kinematic factor. The graphs illustrate the
influence of the most important parameter in nozzle-skimmer-fragmentation,
the declustering potential, on which the kinetic and collision energy depends
linearly.

In figure 2.4 [bottom left] it is shown that for the same mass-to-charge-ratio
the collision energies are the same, once the stationary condition has been
reached. Depending on the particles mass, the stationary condition is reached
for a different number of collisions, but approximately after the same flight
path. The slight deviation is caused by the mass dependency of the mean free
path equation (2.18).

Variations in the charge state change the collision energy drastically since
they have a direct influence on the acceleration in the electric field. A doubly
charged molecule collides with twice the energy of a singly charged ion (see
figure 2.4 [bottom right]). The number of collisions is unaffected, since the
mean free path does not depend on the charge.

Finally the pressure has an influence on the collision energy. As shown in
figure 2.4 [bottom right] an increase in pressure by factor 10 decreases the col-
lision energy by the same factor. This effect is due to the changed mean free
path. A change in pressure also results in a changed number of collisions. For
instance at a higher pressure the number of collisions increases, whereas the
collision energy decreases.

The question if a single or multiple collision events are responsible for the
fragmentation is not answered by the kinetic model presented. Since the hard-
sphere collision is only a rough estimation of the collision energy and the en-
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ergy transfer into internal degrees of freedom, such as the excitation of rota-
tional and vibrational states, are not included in the model, only the order of
magnitude of the calculated energies can be compared with binding energies.
Thus a fragmentation onset at a certain value for the declustering potential,
which can be related to a collision energy is not given by the model. However
since the calculated collision energy is a key parameter in either single or mul-
tiple collision fragmentation, parameters that influence the collision energy
will also influence the fragmentation behavior.

The knowledge of how these experimental parameters influence the colli-
sion energy helps to interpret the experimental results. For instance the charge
state dependent fragmentation of BSA (section 4.3.1, page 106) and salt clus-
ters of SDS (section 4.1.3, page 74) is related to the change in kinetic energy
due to the stronger acceleration in the electric field. Another example are the
typical fragmentation patterns of organic molecules observed in mass spec-
trometry that are interpreted by the subsequent fragmentation of first weak
and later strong bonds with increasing acceleration field (section 4.2, page 82).

2.3.3 Ion-Solid-Interactions: Surface-Induced-Dissociation and Soft
Landing

The controlled ion beam deposition of molecules on solid surfaces requires
knowledge about the interaction of solids with energetic ion beams. In partic-
ular the effects that occur in the very low energy range, ion beam soft landing
and surface induced dissociation (SID), are of interest when molecular or clus-
ter ions are concerned.

Ion-surface-interactions can be classified by the kinetic energy of the ion
beam, since this parameter determines how the solid and the ions interact
[105, 66]. In table 2.1 these ranges and typical processes are summarized. The
thermal and hyperthermal energy range is relevant for soft landing deposition
of polyatomic ions. In the same energy range surface induced dissociation oc-
curs [105]. Higher energy ranges are characterized by destructive processes.
Therefore typically only monoatomic ion beams are found in ion beam appli-
cations in this energy range, since they are easier to produce and the result
after the impact is the same.

Surface Interaction of Molecular Ions

Inelastic collisions of a polyatomic ion with a surface leads to an energy trans-
fer from kinetic energy into vibrational modes of the molecule or cluster ion
and into the surface. The excitation of the molecule can cause various pro-
cesses including fragmentation, which is referred to as surface induced disso-
ciation (SID) [106].
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Energy Range Characteristic Processes

(eV)

thermal 0− 1 eV physisoption, chemisorption, (soft landing)

hyperthermal 1− 100 eV soft landing, surface induced dissociation (SID),

elastic scattering

low energy 100 eV - 10 keV sputtering

high energy > 10 keV ion implantation, sputtering

Table 2.1 – Energy range classification of ion beams [105]. For thermal energies an ion
beam with a directed motion and therefore soft landing often cannot be defined.

Just like collision induced dissociation (CID), surface induced dissociation
(SID) typically occurs above a threshold of energy transferred. Below this en-
ergy, the molecular ion will stay intact. Upon a non destructive collision, the
ion can be adsorbed at the surface. This is called soft landing. Once on the
surface, the particle can be neutralized.

Ion-surface interactions with molecules are studied by means of surface in-
duced dissociation within the framework of tandem mass spectrometry [107].
In contrast to collisions induced dissociation (CID), the gain in internal en-
ergy by the collision of an ion with a surface is larger. The energy distribution
found for ion surface collisions is more narrow than for corresponding ion-
gas-collisions. Since ion-surface reactions can be performed at high vacuum
conditions, the corresponding experimental setup for mass spectrometry be-
comes more simple. These favorable properties have led to the application of
SID in mass spectrometry as an alternative to the fragmentation at gas targets
[100].

For an ion beam deposition experiment, the whole kinetic energy has to be
converted into binding energy and internal energy of the ion or the surface, in
order for the molecule to stick to the target. Generally speaking, the physical
and chemical properties of the surface, the stability of the ion and the incidence
energy are the key parameters in the processes upon which the fate of the
particle between dissociation or soft landing is decided [106, 105].

The conversion of the kinetic energy into vibrational energy is found to be
almost linear for molecules up to a mass of 250 u [106, 105, 108]. For small ions,
the substrate takes up a large fraction (up to 80%) of the kinetic energy, which
decreases as the ion becomes bigger and thus offers more vibrational and ro-
tational degrees of freedom to be excited.

For energies in the chemically relevant range (< 10 eV), several studies show
that the incident ion takes a larger fraction of the kinetic energy than for high
energy collisions [106, 108, 109]. Ions with high kinetic energy interact with the
surface mostly via the repulsive coulomb interaction. For decreasing kinetic
energy the attractive interactions, like van-der-Waals or dipole forces, becomes
more important, which is the reason for the observed change in energy con-
version ratio.
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If the amount of energy transferred into the vibrational modes is lower than
the activation energies of the dissociation, the molecule is soft landed. A re-
view of the literature shows that a kinetic energy up to 15 eV is found to be
suitable for the soft landing of molecules [107]. The values vary depending on
the study, since molecular ions and surfaces are varied throughout all experi-
ments conducted so far [57, 58, 59, 61, 62, 19, 106, 110]. To relate the kinetic energy
of 15 eV to a threshold value for fragmentation is complicated, since often just
the recovery of intact molecules is considered as soft landing. Additionally,
for the soft landing of multiply charged protein ions, values in the same range
are reported as collision energy per charge.

The soft landing ratio, which expresses the relation between intact deposited
material and destroyed molecules, has not been quantified for many experi-
ments described in literature. Moreover, the definition of soft landing ratio
varies, depending on what is considered as the amount of initially deposited
particles, what can be particles in solution, particles in the beam or particles
that hit the surface. A few estimations show that the number of molecules that
can be recovered is in the order of 1 % to 5 % of the molecules that have been
used in the spray solution [110, 53].

It is further shown that intact deposition of the molecules can be assisted
by a modification of the substrate surface. Liquid surfaces and organic self
assembled monolayers increase the fraction of energy taken by the substrate.
This results in an increase of the threshold energy for the dissociation of the
molecules and thus in a higher soft landing ratio. Energies up to 20 eV are re-
ported for polyatomic ions of mass-to-charge-ratio in the range of 100−200 Th
landed on liquid glycerol surfaces and self-assembled monolayers [52, 58, 106].

The few studies conducted so far on ion beam soft landing focus on the
recovery of material in order to reuse it. Typically, the goal is to create an array
of biological relevant substances, like antibodies or enzymes, by mass selection
and deposition, which can be used for sensor applications. Therefore only few
information about the structure formation of molecules on the surface upon
ion beam molecular deposition is available. One work known is the deposition
of graphene molecules ionized by MALDI, which are found to form islands by
2D growth on a graphite surface [19].

Soft Landing of Cluster Ions

The soft landing deposition of clusters is substantially different to that of mole-
cules. A specific threshold energy after which the clusters disintegrate cannot
be given independently of the particle size. In contrast to a molecule in which
one or two bonds need to break in order to create fragments, in a cluster many
bonds need to break. Furthermore clusters, which are small crystallites, have
many more degrees of freedom. In order to dissipate collision energy, they can
incorporate defects and can be deformed.
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These properties of clusters lead to the observation that a kinetic energy of
approximately 1 eV/atom is a general threshold for the soft landing deposition
of clusters [111, 112]. For higher energies the cluster deposition is accompanied
by the creation of defects at the surface or the cluster itself [113]. The clusters
themselves are deformed and pining sites are created [72]. Borderline between
clusters and molecules are particles like proteins, fullerenes (C60) or the above
mentioned graphene. These particles combine properties from both groups:
the well defined structure of the molecule and the large size and high amount
of degrees of freedom of the cluster.

Proteins, for example, are chain molecules with a covalently bound molec-
ular structure. At kinetic energies relevant for soft landing, their specific bio-
logical function can be left aside. Upon a collision with a surface a protein can
unfold, which can be compared to the defect formation in a cluster or it can be
fragmented like a molecule.

Fullerenes like C60 consist of carbon in a state similar to sp2 hybridized car-
bon. Their covalently bound structure is well defined like a organic molecules.
The cluster property is expressed by the fact that many different sizes and de-
fect structures exist besides C60 and that many defects can be incorporated
before the molecule fragments.

The soft landing of these particles from ion beams is demonstrated up to
energies of 10 eV for the fullerenes on graphite and 10 eV for proteins on a
liquid surface [51, 60, 53, 114]. These results indicate that the fragile nature of
the molecules is still the dominating limitation for soft landing.
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EXPERIMENTAL SETUP

As described in the introduction, an important goal of this work is the design
and setup of an apparatus for low energy ion soft landing deposition in ultra
high vacuum. To achieve this goal a wide variety of techniques and equipment
have been used.

The principles of the creation, detection and manipulation of ion beams
have been introduced in section 2, page 13. In the first part of this chapter
(section 3.1, page 35) the setup of the ion beam deposition apparatus is out-
lined. The design considerations for the ion optics are described in section
3.2, page 52 in more detail. Experimental procedures like the preparation of
samples and the alinement of the beam are described in section 3.3, page 57.
This part is supposed to provide guidelines for future users of the instrument
and to give the supplementary information necessary for the detailed under-
standing of the experimental results. Techniques for advanced mass spectrom-
etry and for the characterization of the ion beam deposited samples have been
used. Besides the ion beam deposition setup, they are briefly explained in
section 3.4, page 64.

3.1 THE ION BEAM SOFT LANDING DEPOSITION

SETUP

The controlled deposition of nonvolatile molecules and clusters on surfaces
in ultrahigh vacuum (UHV) is one aim of this thesis and thus the purpose
of the ion beam deposition apparatus which has been developed. Figure 3.1
schematically shows the general concept of the ion beam source. In the fol-
lowing sections, the various components are described in detail.

Electrospray ionization is chosen as the method to transfer nonvolatile par-
ticles into the gas phase (3.1.1). The ionization process is nondestructive and
applicable to all soluble molecules with very few exceptions like small non-
polar compounds. The choice of atmospheric pressure ionization as source of
gas phase particles necessarily fixes a certain number of other characteristics
of the deposition source. Differential pumping (3.1.3) is absolutely necessary
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Figure 3.1 – Scheme of the ion beam deposition setup.

to bridge the pressure gap of 13 orders in magnitude between ambient pres-
sure and UHV. Ion optics (see section 3.1.2, 3.1.7) are needed to transfer the
beam trough the different vacuum chambers. Finally sample holders which
need to be suitable for ion beam deposition have to be developed (3.1.6).

The controlled deposition requires mass spectrometry (3.1.5), current mea-
surement and retarding grid energy analyzers to characterize the ion beam
(3.1.4). The operation of the complete ion beam source is done with a com-
puter system with software written for the purpose of instrumental control,
monitoring and data acquisition (3.1.8).

Especially critical is the layout of the ion optical components. The atmo-
spheric interface, the quadrupoles, the lenses and the mass spectrometry have
very different requirements, but finally all have to be able to function with the
same ion beam for which a certain range of parameters is given. On the other
hand the design of the ion optics has a strong influence on the design of other
components such as the size of the chambers or the voltages of the power sup-
plies. Due to their key role, the design considerations for the high- and low
pressure quadrupole, the electrostatic lenses and the ion beam detection are
explained in more detail in section 3.2, page 52.

3.1.1 Atmospheric Interface

The atmospheric interface (AI) (figure 3.2) is the part of the ion beam source
where the ions are actually created and formed into a beam. The principles
of electrospray ionization explained in section 2.1.2, page 14 and the ion beam
collimation by collisional cooling described in section 2.3, page 24 are applied
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here in order to achieve this goal. Furthermore, the AI provides the bridge
between ambient pressure and high vacuum.

An electrospray is generated from a liquid in a spray needle by applying a
voltage between the needle an the capillary entrance (section 2.1.2, page 14).
This process can be assisted by a nebulizer gas. The gas phase ions created
from the spray enter the first vacuum chamber through a capillary. Their in-
vacuum expansion generates a supersonic beam characterized by the zone of
silence in which the gas moves directed at supersonic speed. The ion beam is
sampled from this area at a distance of 3 − 5 mm from the nozzle by a skim-
mer. Afterwards, in the second pumping stage, a high pressure quadrupole
thermalizes the ion beam. Finally the beam is extracted from the AI through
an aperture (Q1Q2Ap) in the high vacuum part of the ion beam deposition
source.

Figure 3.2 – Sketch of the [left] gas assisted orthogonal electrospray and the [right]

nanospray assembly.

The atmospheric interface consists of the spray assembly (figure 3.2), the
nozzle-skimmer chamber (NOZ-chamber) and the high pressure quadrupole
chamber (Q1-chamber). The spray assembly (Agilent Technologies NR, Wein-
heim, Germany) can be used with a pneumatically assisted spray needle (Ag-
ilent Techn.) or with an emmiter mode nanospray needle (Proxeon Biosystem,
Odense, Denmark ). The spray needle is either a metal capillary of 50 µm diam-
eter or a metalized pulled glass needle. The first type is covered by a concen-
tric metal tube that carries the nebulizer gas when the pneumatically assisted
spray source is used. In the nanospray source metalized glass needles are used
and no nebulizer gas is needed. During operation the tip of the nanospray nee-
dle is placed at a distance of 2− 4 mm to the stainless steel entrance cap of the
capillary. The curtain gas (typically N2) is heated to 20 − 300 ◦C and injected
in the spray assembly in opposite direction to the gas flow into the vacuum.

The glass capillary of 0.4− 0.6 mm diameter and 18 cm length has metalized
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ends so that voltages can be applied at its air side (entrance plate) and at its
vacuum side (nozzle or fragmentor electrode) independently. The vacuum
side is the nozzle from which the supersonic expansion originates. This end is
covered by the fragmentor electrode. A skimmer with an opening diameter of
1 − 2 mm is placed at a distance of 3 − 5 mm of the fragmentor. Downstream
to the skimmer the quadrupole Q1 of 10 cm length, 6 mm inner diameter and
5 mm rod diameter completes the atmospheric interface. Q1 is separated from
the following high vacuum chamber by the aperture Q1Q2Ap with an opening
diameter of 2 mm.

3.1.2 Ion Optical System

The purpose of all ion optical components is the formation and guiding of
the beam throughout the whole source. Electrostatic lenses, quadrupole ion
guides and apertures are the components that are used. In this section the
function and assembly of the ion optical components within the framework of
the source is outlined, while a detailed discussion of their design principle is
left to section 3.2, page 52.

Figure 3.3 – Ion optical system components: [left] Quadrupole system consisting of
two quadrupole ion guides. [right] Double electrostatic lens with aperture separating
two successive pumping stages.

Figure 3.3 shows the two main ion optical components within the source,
the quadrupole assembly [left]and an electrostatic lens [right]. In the high
pressure part the skimmer and the quadrupole Q1 are used for beam collima-
tion as described in section 3.1.1, page 36. In the high and ultrahigh vacuum
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parts first the mass selecting quadrupole Q2 and then seven electrostatic lenses
(LA-LG) continuously guide the ion beam.

The quadrupole Q2 has the same dimensions as Q1. They are connected
via the aperture Q1Q2Ap, which marks the boundary to high vacuum. At
this pressure Q2 can be used as mass selecting quadrupole. Depending on the
drive frequency, amplitude and DC offset voltage the transmitted mass range
can be selected (see section 3.2.1, page 52).

The purpose of the lens is to focus the ion beam at a certain desired point
in space, for example onto the sample surface in the last vacuum chamber,
into the extraction volume of the mass spectrometer or through an aperture.
Each lens consists of three concentric rings enumerated in beam direction (e.g.
LA-1, LA-2, LA-3) to which voltages can be applied. The lenses B,E and G
are additionally equipped with an aperture of 2 mm diameter. This aperture
serves as separation of two successive pumping stages. The lens upstream of
the aperture is used to focus the ions through the hole into the next chamber,
the lens downstream is used to restore the beam collimation. All lenses are
endowed with a 4-fold segmented ring constituting a set of steering plates
(e.g. LA-SU, LA-SD, LA-SL, LA-SR), which can be used to correct eventual
misalignments of the beam.

Lenses and quadrupoles are mounted on base plates which are themselves
mounted onto base flanges between two chambers. The position of the base-
plate on the base flange is aligned during the assembly of the system using a
laser beam as reference. Lens rings and steering plates are mounted in stacks
on the base plates. They are aligned by insulating rings made of PEEK, which
define the axis and mutual distances. The stacks are pressed onto the base-
plate by a closing plate which is at ground potential and has a opening of the
same size as the lens rings.

A lens group containing steering plates, lens rings and possibly an aperture
is connected via Kapton insulated 9-fold sub-D vacuum feedthrough to the
power supplies. On the air side a corresponding 9-fold sub-D cable is used to
bundle the connection for each lens group (see section 3.8, page 49).

3.1.3 Vacuum System

The vacuum system of the differentially pumped ion beam source has to work
under a high gas load. While the ionization takes place at ambient pressure,
the ions are deposited either at 10−7 mbar or at 10−10 mbar, which corresponds
to a ratio of 1010 or 1013 in pressure, respectively. With an approximate con-
ductivity of the capillary of 10−4 l

s , the leak rate through the capillary is about
0.1 mbar l

s . To reach UHV with this gas load a speed of 109 l
s would be neces-

sary, which is most probably impossible and certainly impractical when STM
measurements are to be performed in the same room.

Moreover, there are several other reasons to use a multiple stage differential
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pumping system to create an ion beam starting from an atmospheric pressure
ionization. The formation of the ion beam in fact depends to a great extent
on the ion-gas interaction. As described in section 2.3.2, page 24 the nozzle-
skimmer-fragmentation is needed to create ions that are free of solvents or
to produce specific fragments ions. Moreover ion gas collisions in the first
quadrupole at a pressure of 10−1− 10−2 mbar are used to thermalize the beam
in order to achieve a narrow energy distribution.

Additional constrains have to be mentioned that are valid for the selection
of the pumps and the dimensioning of the pumping stages. An aperture con-
necting two consecutive pumping stages generates a gas load qin in the down-
stream chamber proportional to the conductivity of the aperture L and the
pressure difference: qin = L(p1 − p2). This gas load is pumped by the turbop-
ump (pumping speed S) that maintains the lower pressure p2. In the static case
the gas load flowing out qout = Sp2 equals the inflowing gas load qin and since
a pressure difference of several orders in magnitude is needed, also p1 � p2 is
given. Then the pumping speed necessary to reach the pressure difference is

S = L
p1

p2
. (3.1)

An aperture of 2 mm in diameter has a gas conductivity of approximately
L = 1 l

s . Equation (3.1) thus implies that the pumping speed approximately
equals the pressure ratio that can be achieved by this combination of pump
and aperture.

This rule of thumb applies very well for pressures lower than 10−3 mbar. In
three pumping stages with small turbopumps of 100 l

s thus 6 orders of mag-
nitude in pressure are gained. Starting at 10−3 mbar, which is obtained in the
Q2 chamber 10−9 mbar can be reached. Considering that turbo pumps lower
their pumping speed when they reach the limit of their compression ratio, ei-
ther three pumps with a pumping speed much higher than 100 l

s or a fourth
pumping stage are necessary.

Finally, the use of an UHV-STM as in-situ analytical technique requires two
contradictory conditions. On the one hand, the vacuum-pumps of the UHV
deposition stage of the ion beam source cannot be switched off if the UHV
pressure has to be maintained. On the other hand, as few vibrational sources
as possible should run during STM measurements to ensure low disturbance
and thus high resolution of the microscope.

The vacuum system sketched in figure 3.4 is designed to deal with all the
mentioned conditions and to supply UHV for the ion beam deposition. It
consists of two parts: the ion beam deposition part and the STM part, which
rest on separate decoupled frames and are separated by flexible vacuum pipes.

The STM part itself is separated internally into a preparation chamber (PREP)
and the actual STM chamber, which also rest on separate frames and are de-
coupled using corrugated, flexible tubes (bellows). The STM is pumped with
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Figure 3.4 – Vacuum system of the ion beam deposition setup. The STM, PREP and
the DEPO chambers are kept at ultra high vacuum. The ion beam deposition source is
differentially pumped through the chambers CAP, Q1, Q2, TOF-Z, TOF, CON down to
10−10 mbar at DEPO.

a vibration free ion getter pump only (Varian Starcell). The preparation cham-
ber can be pumped via a turbopump (Leybold TurboVac 340M) or an ion-getter
pump (Varian Starcell) as well. When measuring STM, only the ion-getter
pump is running.

The ion beam deposition part is separated into six pumping stages which
are all, except the first, evacuated by turbo molecular pumps. The system is
controlled by a specially designed control computer to synchronously switch
on, shut down or vent the coupled chambers. Additionally, it provides power
fail, emergency shutdown and restart procedures whose handling become in-
creasingly complicated, if many vacuum chambers are coupled.

The interconnected differential pumping stages require high pumping speeds
in order to reach the pressure needed for each pumping stage with the corre-
sponding ion optics. Especially the first pumping stage has a high gas load
and is thus evacuated by a roots blower (Balzers Pfeiffer WKP500A). Permanent
running of these big pumps, which is not only a noise but also a maintenance
issue, is avoided by separating the ion beam source between the third and
the fourth pumping stage. A gate valve at this position can be closed and the
first three stages can be switched off. The last three high vacuum stages are
permanently pumped to sustain the UHV. The high compression ratio needed
is achieved using two stages of turbopumps, a combination of Leybold (Ley-
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bold TurboVac 340M) and Pfeiffer TMU 071P which are backed by a vacuum
reservoir. The reservoir (0.1 − 10 mbar) is pumped by a membrane pump. Its
pressure is monitored through the power consumption of the connected tur-
bopump. A too high value triggers the pumping of the reservoir, which thus
occurs only when necessary. This reduces vibrations and maintenance of the
membrane pumps, since they run only once a week for a few minutes.

Since the ion gas collisions in the first two pumping stages are very im-
portant processes in the creation of the ion beam and depend strongly on the
pressure, valves are introduced between these chambers and their pumps to
adjust the pumping speed by changing the cross section of the pipe. The pres-
sure in the first pumping stage is variable between 0.1 mbar and 3 mbar and in
the Q1 chamber pressures between 1 mbar and 10−3 mbar can be set. Typically
the CAP chamber is operated at 1.4 mbar and the Q1 chamber at 2×10−2 mbar.
Such an adjustment also has an effect on the downstream chambers, but due
to the high number of pumping stages it is only observed up to the fourth
pumping stage.

3.1.4 Current Measurement

The current of an ion beam is an electrical current but at the same time it repre-
sents a mass flux of molecular or cluster ions. In contrast to a mass current, an
electrical current can be measured very precisely by relatively simple means
with an ampmeter. Therefore, current measurements are the main tool for
monitoring and adjusting the ion beam source.

Since the current of a typical electrospray ion beam is very low, electrome-
ters (Keithley 616) that can detect currents as low as 0.1 pA are used. When
an ion beam hits a conductive plate inside the vacuum chamber, an accord-
ing electron current is generated in a wire connecting to a electrode. Mecha-
nisms which lead to a current flow involve the neutralization of the particles
or the creation of mirror charges[106]. Besides these effects, other processes can
lead to errors in the current measurement, such as secondary electron or sec-
ondary ion emission. However, in the low hyperthermal energy range where
soft landing takes place, these processes only play a minor role.

During an experiment currents are measured at various electrodes. For the
nanospray source the first monitored current is the spray current flowing into
the needle. For the pneumatically assisted source this is not possible since the
needle is grounded but it is also not necessary since this source provides a
much more stable current over a long time in respect to the nanospray source.

Following the ion beam on its way to the deposition target, the current
can then be measured at the skimmer, at the apertures between the pumping
stages and on the sample holders and current detector in the HV and UHV
chambers. In table 3.1 the current measurement points are summarized.

The sample holders contain spatially resolved detectors with retreading grid
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Electrode Chamber Purpose Typical Current

(alignment / monitoring) (pA)

spray needle air (monitoring) 0.1− 50 nA

skimmer CAP-Q1 (monitoring) 100− 1000 pA

Q1-Q2 aperture Q1-Q2 alignment 20− 200 pA

LB aperture Q2-TOF monitoring 5− 150 pA

HV sample holder TOF monitoring 1− 100 pA

LE aperture TOF-CON monitoring 1− 50 pA

CON detector CON alignment 1− 20 pA

LG aperture CON-DEPO monitoring 1− 15 pA

DEPO detector DEPO alignment 1− 10 pA

UHV sample holder DEPO monitoring 1− 10 pA

Table 3.1 – Electrodes used for current measurements. Some electrodes are always moni-
tored, others sometimes and several are only used when the source parameters are adjusted.
The current given for the apertures refers to the net current, which consists of the current
from ion hitting the aperture and ions that pass it.

Figure 3.5 – [top left] Scheme of a retarding grid energy analyzer and sample holder
[top right] Kinetic energy distribution measurements: detector current (plate 1 and 2) as
function of the grid voltage and corresponding first derivative. [bottom left] Current
image of the cover plate (6 cm×6 cm). Bright regions indicate a high current measured
on the plate. [bottom right] Magnification of the spacial resolving current detector
imaged with cytochrome c protein ions with 250 µm beam spot size.
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energy analyzers (TOF chamber only) in order to determine the shape and the
kinetic energy of the ion beam. Figure 3.5 shows a scheme of such a device.
Two grids (0.5 mm pitch, 50 µm tungsten wires) are used to create a linear
potential slope with low disturbance to minimize the error in energy mea-
surement to 0.1 eV per charge[115]. The voltage is applied at the inner grid
and swept using the ESI-control software (section 3.1.8, page 50). The absolute
value of the first derivative of the current as a function of the grid voltage
corresponds to the kinetic energy distribution of the ion beam.

The spacial detector consists of two concentric round plates, one ring shaped
(plate 1) and one disk (plate 2). They are placed behind the grids. The topmost
plate 1 thus lets the current pass through the hole that hits plate 2. If the ion
beam hits the center of this current detector, a current is measured on both
plates. The finer the focus is, the higher a current is found on plate 2.

By simultaneous scanning the voltages applied to the x and y steering plates,
such a focused ion beam can be scanned across the sample holder/current
detector electrodes. The current at the electrodes displayed as a function of
the steering plate voltage results in ion beam images, as displayed in figure
3.5 [bottom]. Since the geometry of the electrode is known, the result gives an
indication about the focusing of the beam. This technique is also used to adjust
the beam on the sample or feed it through an aperture. Figure 3.5 [bottom
left] shows the ion beam image of the complete sample holder. The current
is measured at the front plate and the detector plate 2, which appear bright.
Dark in contrast is the deposition spot (left) and the donut shaped plate 1
(right). In order to demonstrate the resolution, which can be reached with a
focused and very low energy ion beam, the current detector is magnified. Plate
1 (light, middle), plate 2 (dark) and the cover plate (light, outside) are clearly
distinguished by sharp edges of less than 0.5 mm width, which is the size of
the focal spot.

3.1.5 Orthogonal Extraction Linear TOF Mass Spectrometer

The linear time-of-flight mass spectrometer is placed in the forth pumping
stage of the ion beam source and thus operates at a pressure of 10−7 mbar. It is
mounted onto a vertical manipulator with a travel of 20 cm by which the spec-
trometer can be moved into the beam axis for mass spectrometric measure-
ments. When other experiments are performed, the spectrometer is moved
upwards and the ion beam axis in the TOF chamber is free. This enables the
use of the HV sample holder or to let the beam cross the TOF chamber.

Figure 3.6 shows a sketch of the time-of-flight mass spectrometer which cre-
ates a potential landscape as displayed and discussed in section 2.2, page 20.
The TOF is mounted between a base and a top plate and is surrounded by a
shield to prevent the field from spreading into the chamber, where it could
disturb the ion path. Its lower part is constructed of a number of stainless
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Figure 3.6 – Scheme of the time-of-flight mass spectrometer cut across the beam axis
and along the drift tube.
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steel plates shaped like rectangular frames, which create a linear acceleration
potential when the appropriate voltages are applied. The drift tube and the
detector constitute the middle and upper parts.

The acceleration region consists of the push and pull plates which are sepa-
rated from each other by the grid 1 which is at ground potential, by the plates
1 to 6 and by the grid 3. Push and pull are pulsed in order to extract the ion
beam from the extraction into the acceleration region. Constant voltages are
applied to the frame plates 1 to 6 and to the the grid 3, which is the next elec-
trode along the TOF axis. The voltages given in figure 3.6 rise from −300 V
for P1 to −3 kV for grid 3. The successive drift tube and the detector (ETP, fast
dynode detector 14480) are at the same potential.

The TOF-MS measurement is controlled by a time-to-digital-converter (TDC)
card which initiates a cycle and collects the data (TOF-1 TDC, Blue Sky Electron-
ics, Houston, Texas, USA). The start pulse for a flight time measurement cycle
is sent from the TDC card to a delay generator (PCI delay generators BME
G03), which generates two synchronous pulses of 75 µs length and±2.5 V am-
plitude. These pulses trigger high voltage switches (Behlke HTS) that apply the
voltage to the push (+145V) and pull (−160 V) electrodes within a rise time of
5 ns.

During the 75 µs in which the high voltages are applied to the push and pull
electrodes an electric field is generated in the extraction volume between grid
1 and the push plate that starts the ions motion towards the detector. Further
accelerated, the ions eventually reach the detector, which thereby produces a
current pulse upon each impact event. The current pulse is amplified and dis-
criminated (F-100 amplifier/discriminatorAdvanced Research Instruments Corp.,
Boulder, Colorado, USA) and the resulting signal (TTL standard) is sent to the
TDC card for recording. Each complete cycle has a length of 131 µs, what
corresponds to a repetition rate of 7.6 kHz. The data from the preamplifier is
integrated by the TDC card’s on-board histogramming memory with a resolu-
tion of 1 ns. The card is read by the TOF software after the spectrum has been
collected for a given time, which typically amounts to a few seconds.

3.1.6 Deposition Setup

The final step in the ion beam deposition experiment is the actual deposition
onto a sample put in a holder in the TOF chamber at 10−7 mbar or in the UHV
sample holder at 10−10 mbar.

Both sample holders, which are constructed in a similar way, are displayed
in figure 3.7. The sample is placed behind the opening of an aperture with a
diameter of 4 mm. The aperture and the sample itself are electrically connected
by separate wires, so that a current flowing due to incident ions can be mea-
sured as described in section 3.1.4, page 42. At the same time a voltage can be
applied to the sample in order to adjust the collision energy of the ion beam.

The sample holder in the HV chamber serves multiple purposes. Its use
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Figure 3.7 – Schemes of the different sample holders used in the deposition setup in high-
and ultrahigh vacuum. [bottom] Cross section of the single sample holder.
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for the detection of the beam energy and spacial distribution is described in
section 3.1.4, page 42. Three different kinds of sample holders can be mounted
in the loadlock and transferred into the beam axis for deposition: a sample
holder containing a single sample on an Omicron-type base plate, a sample
holder containing a sample in a chip carrier and a six-fold sample holder.

The UHV sample holder is mounted on a manipulator at the DEPO chamber
which allows the exchange of samples between the STM preparation chamber
and the ion beam deposition chamber. The sample can be cooled and heated
within a range of 100−1000 K. This is done with a specially developed sample
holder based on the Omicron design that contains an electron bombardment
heating stage and an integrated thermocouple for temperature measurements.

3.1.7 Power Supplies

Electrostatic lenses and quadrupole ion guides are used for the guiding of the
ion beam (section 3.1.2, page 38). The characteristics of the power supplies like
voltage range, maximal load or voltage stability depend on type and geometry
of the ion optics used. All power supplies can be controlled with a low voltage
signal (±10 V) and can thus be connected to the ESIcontrol computer and be
driven by the corresponding software (see section 3.1.8, page 50).

Name Type Channels Voltage Connected Ion Optics

CGC-RFG10 high power RF genera-

tor, 500 kHz, 1MHz or

2MHz

2× 2 0 . . . 1000V quadrupoles Q1 and Q2

HV200 precision DC high volt-

age generator

2× 2 ±100V quadrupoles Q1, Q2

±100V bias offset

5kV HV amplifier 5 ±5000V athmospheric interface,

TOF-MS

1kV(ABC) HV amplifier A:1× 3 ±1000V athmospheric interface,

TOF-MS

B: 1× 4

C: 1× 3

135V(AB) HV amplifier A:1× 16 ±135V electrostatic lenses

B: 1× 8

40V stab. power supply 1× 16 ±40V electrostatic lenses and

steering plates

20V stab. power supply 2× 16 ±20V steering plates

10V stab. power supply 1× 8 ±10V control of other power

supplies

Table 3.2 – Power supplies used for the electrospray ion beam source.

Table 3.2 summarizes the power supplies and their characteristics used for
the ion beam deposition setup. Figure 3.8 shows how the power supplies are
connected with the other components of the source.
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Figure 3.8 – Bloc diagram of the connections between the electrospray ion beam source,
interface panels, power supplies and electrometers. S-HV and S-UHV are the high vacuum
and ultrahigh vacuum sample holders, respectively.
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The connections between the terminals at the source and the appropriate
power supplies can become very complex when their number becomes high,
especially when rewiring is needed, even if infrequently. To overcome this
possible source of errors, an interface is provided in which ion optical ele-
ments are grouped. For each lens only one cable strand connects to the inter-
face panel. The wiring of the individual power supplies and ampmeters to
the terminals of the lenses is only done via the interface panel using shielded
cables (BNC and MHV) in order to minimize crosstalk to the current measure-
ment lines.

3.1.8 Computer System and Software

Software Concept

The setup of a low energy ion beam deposition experiment involves many
tasks related to device control, data acquisition and visualization.Due to the
vast amount of parameters that need to be set correctly in order to create an ion
beam, and the great amount of data gathered, the source is entirely controlled
by a computer system. The software for this unique applications is custom
made, developed only for the present setup using the LabView programming
language (National Instruments Corp.).

The key challenge for the software development is to provide tools which
allow the control and monitoring of all parameters and all measured data.
Special effort was made to achieve an ergonomic handling of a rather abstract
object such as an ion beam.

Experimental Control (ESI-control)

The main experimental workstation is running a program to control the exper-
iment (ESIcontrol v0.47) and a program to calibrate the output voltage of the
power supplies used for the ion beam optics with respect to the ±10 V input
signal (ESIcalib v1.3). Both programs are developed in LabView 8 (National
Instruments Corp.).

The computer contains analog-digital/digital-analog (AD/DA) converter
hardware (4x PIO-DA16 DA, 1xA-822PGH, 1xA812PG, 1xA626, ICP-DAS) to
control the power supplies and to read the current measurements. Altogether
this hardware is able to control 72 channels which are used for power supplies
and it can read up to 24 channels for current measurements.

The output channels are calibrated with the ESIcalib program using a two
point linear fit. The resulting calibration data, a calibration factor, an offset
voltage and the voltage range is stored (.cal files) and recalled in the ESIcontrol
program in order to calculate the ±10 V control signal.

The applied voltages are stored separately from the calibration data (.cal
files) and from the wiring information (.chn files) in terminal table files (.ter).
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Terminal tables contain the layout and the settings (min./max voltage, applied
voltage) of the ion optical system in the source. The wiring file (.chn) contains
information on which electrode is connected to which power supply. This
means that the settings in the terminal tables can be for different wirings, while
the voltages that are applied at the source are the same. In fact, the user does
only have to change the wiring information file, when a rewiring had to be
done, to use the last terminal table again.

The program further offers tools to conveniently tune and monitor the ion
optical system such as voltage sweeps, ion beam imaging (figure 3.5), soft-
linking of channels via functions, virtual channels that can be used like vari-
ables and quick browsing of the terminal table. All parameters and all ob-
tained data can be stored for further analysis.

Mass Spectrum Acquisition (ESI-TOF)

In order to operate the time-of-flight mass spectrometer (section 3.1.5, page 44)
a time-to-digital-converter (TDC) card (Blue Sky Electronics TOF1), a delay
generator (Bergmann G03 and G03s) and two software programs are used.
One program, setDelay v0.1 developed in LabView 6 (National Instruments
Corp.), runs the delay generator which supplies the trigger signal of the ex-
traction pulse upon the start signal of the TDC card. The pulses length and
delay can be set with a precision of less then 1 ns.

The TDC card is operated with a second program (TOF Acquisition) devel-
oped by Laboratory of devices and methods of ecological monitoring, Institute for
Analytical Instrumentation, Russian Academy of Sciences, St. Petersburg, Russia.
With this program mass spectra can be acquired, calibrated according to equa-
tion (2.10) and stored. For later use the data is stored as raw time-of-flight and
counts data and can be further analyzed using a calibration programm (MSC
v1.0) developed by using Java JDK6 (Sun Microsystems).

Vacuum Monitoring (ESI-VacSys)

Two computers are used to monitor and store relevant parameters of the vac-
uum system (see section 3.1.3, page 39). The program ESIPressure v0.7 has
been developed using LabView 6.0i (National Instruments Corp.). It reads the
vacuum gauge controllers (12 channels Pfeiffer Activeline, 9 channels Pfeiffer
Digiline), displays the pressures over time and stores them if further analysis
if necessary. Commercial software for the Pfeiffer Prisma quadrupole mass
spectrometer for gas analysis is running on a second computer.

Separate computers are used to avoid the interference of the software ap-
plications and their data acquisition hardware components with each other or
with the main software for the ion beam source and the time-of-flight mass
spectrometer.
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3.2 DESIGN AND PERFORMANCE OF THE ION

OPTICAL ELEMENTS

Historically, the first devices that manipulated charged particle beams were
cathode ray tubes where an electron current is switched by applying a voltage
to a grid[116]. Since then the number of devices that operate on charged par-
ticle beams has grown enormously. Ion beam devices exist for acceleration ,
focusing and steering[117], collimation , energy selection or mass dependent
deflection[118] and are studied in great detail.

The following section is thus only outlining the fundamental physics of the
devices which are utilized in the developed ion beam deposition apparatus.
Different applications of quadrupole ion guides are discussed in section 3.2.1,
page 52 based on the adiabatic approximation for RF-traps[92]. The design of
electrostatic lenses which can be used to guide an ion beam through several
pumping stages is reviewed in section 3.2.2, page 56.

3.2.1 Quadrupoles at Different Pressures for Different Purposes

Radio frequency quadrupoles are widely used as mass spectrometer up to a
mass-to-charge-ratio of 2000 Th [119], but they are also used as ion traps [92],
ion guides or ion coolers. RF-quadrupoles for ion beam applications have the
important feature of trapping ions perpendicularly to the quadrupole axis,
while along the axis a flat potential allows them to move freely.

Collimation in a High Pressure Quadrupole Ion Guide

For the ion beam deposition setup presented, two quadrupoles of the same
geometry are used, which serve a different purpose that is determined by the
operating pressure. Quadrupole Q1 is used at a pressure of 10−1 − 10−2 mbar
where the energetic ions, coming from the atmospheric interface, are laterally
trapped in the RF-field and thermalized by buffer gas collisions. A potential
difference at the exit aperture (Q1Q2Ap) extracts the thermalized ions into
high vacuum. From this point no more ion-gas collisions occur. The potential
at this point thus is the reference point for the kinetic energy of the ion beam
throughout the following high vacuum stages.

Depending on the declustering potential, ions arrive in the quadrupole Q1
with kinetic energies of 0− 100 eV that can be derived from the kinetic model
for ion gas collisions in section 2.3.2, page 28. The mean free path for the
relevant mass-to-charge-ratio range of 50 − 5000 Th at the typical pressure of
2×10−1 mbar is 0.5 − 0.005 mm, respectively. The corresponding kinematic
factors are in the range between 0.8 and 0.995 (see Equation (2.20)).

For the given values, the number of collisions necessary for thermaliza-
tion is between 50 for the light particles with the long free path and 5000
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for the heavy particles with the short free path. As a consequence, the min-
imal length of Q1 necessary for the complete thermalization of all mass-to-
charge-ratios results to be of 2.5 cm. The RF-amplitude and frequency needed
for this quadrupole is estimated to be equivalent to that of the low pressure
quadrupole, since the trapping efficiency of a high pressure device is always
better than that one of the corresponding low pressure.

Mass Selection in a Low Pressure Quadrupole

Quadrupole Q2 operates in high vacuum (10−4 − 10−6 mbar) and is used for
the definition of the desired mass-to-charge-ratio range. In order to determine
the design of Q2, the required mass selecting precision, the mass-to-charge-
ratio transmission window and the power consumption have to be considered.
These three parameters force a trading of the priorities. A quadrupole with
very good mass resolution and a big transmission window will need a big
trap radius, which will require a high power RF generator[120].

A low mass resolution is enough for the ion beam deposition application
since only the cutoff of unwanted ions like solvent clusters or molecule frag-
ments in a certain mass-to-charge-ratio range is required. The quadrupole is
not used for mass-spectrometry, because the mass analysis in TOF-MS can be
done faster and at higher resolution. A precise mass selection like for tandem
MS is simply not needed (see section 3.4.4, page 66). As a consequence the first
priority for the design of Q2 is to have a big mass-to-charge-ratio transmission
window in order to achieve high deposition currents for different molecules.

The method of the adiabatic approximation can be used to estimate the per-
formance of a RF quadrupoles, or RF ion traps in general[92]. In contrast to
stability evaluation of the Mathieu differential equations [82], this method only
gives a stability mass-to-charge-ratio range for the trap operated in RF-only
mode. Within this range, mass selection can be done by applying a differential
DC potential to the quadrupole rods.

In the adiabatic approximation the stability of an ion is estimated by time av-
eraging its displacement and energy gain in the inhomogeneous RF-field. The
effect of the RF-field on charged particles is described by an effective potential
Φ(x) that traps the charge carriers and an adiabaticity parameter η which can
be used to estimate the ions energy gain by the RF-field[92].

Φ =
x2

r2
0

V 2
RF

(2πf)2
z2e2

m
(3.2)

η =
4
r2
0

VRF

(2πf)2
ze

m
(3.3)

Effective potential and adiabaticity depend on the RF amplitude VRF, the
trap radius r0, the RF frequency f and on the particle mass m and charge ze.

53



3 MATERIALS, METHODS and EXPERIMENTAL SETUP

From equation (3.3) the minimal and maximal transmitted mass-to-charge-
ratio Mmin and Mmax can be derived.

Mmax =
x2

r2
0

V 2
RF

(2πf)2
ze

E⊥ (3.4)

Mmin =
4
r2
0

VRF

(2πf)2
1

0.3
(3.5)

For a given ion (m, z) to be stable in the RF-field two conditions need to be
fulfilled. First, the effective potential needs to be larger than E⊥ = kT⊥ =
∆p2

⊥, which is the lateral part of the ion beam kinetic energy (section 2.3.1,
page 24). Otherwise the particle overcomes the trapping barrier and leaves
the quadrupole. The effective potential is evaluated at the relative trap radius
x = r/r0 = 0.8. This value is commonly accepted to provide the limit for
stable trajectories. Ions that move further away from the trap center, gain more
energy in the RF-field due to increased field inhomogeneities, which will cause
them to leave the trapping potential well.

Second, the adiabaticity needs to be smaller than 0.3. This parameter is
related to the heating of the ion beam, the energy gain of the particle in the RF
field. For values higher than 0.3 the kinetic energy of the particles rises during
its presence in the RF-field, until the perpendicular part is eventually higher
than the trapping potential and the trapping is lost.

The expressions for the minimal and maximal transmitted mass-to-charge-
ratio equation (3.5) can be used to determine the parameters of the quadrupole
Q2. The main parameters are RF-voltage range, frequency and trapping ra-
dius. To guarantee transmission of all incoming ions, the trap radius should
be equal to the beam diameter, which is defined by the apertures in the ion
optics. Large traps transmit light ions preferably and have a high power con-
sumption, small traps rather transmit heavy ions but have the disadvantage
of a low resolution when used in mass selecting mode.

For a fixed trap radius of 2.5 mm the mass-to-charge-ratio transmission ranges
are calculated and displayed in figure 3.9 for E⊥ = 1 eV which correspond to
measured energy spreads of the ion beam. For the described quadrupole the
mass-to-charge-ratio range between 20 Th and 105 Th is covered with frequen-
cies of 2 MHz, 1 MHz and 500 kHz, when RF voltages with amplitudes of up to
500 V are applied.

According to these results, the frequency of the RF-generators is switched
depending on the mass-to-charge-ratios relevant for deposition. For example,
if particles at 1000 Th are deposited, the 1 MHz RF-generator is the appropriate
choice in order to minimize the RF-voltages that have to be applied.

The mass selection within the mass-to-charge-ratio range calculated by the
adiabatic approximation can be estimated from a stability diagram originating
from the Mathieu differential equations. Equation (3.6) gives the relation be-
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Figure 3.9 – Transmission of Q2, the low pressure quadrupole in RF-only mode calculated
by the adiabatic approximation for several frequencies.

tween the RF-amplitude and the differential DC voltage that has to be applied
in order to limit the transmission to a certain mass-to-charge-ratio M .

UDC = 0.1678 · VRF = 0.1678(4.11×10−12 · r2
0f

2M) (3.6)

In contrast to the adiabatic approximation, this simple estimation does not
tell whether the ion with mass-to-charge-ratio M is transmitted, instead it
just gives the voltages which have to be applied for a mass selection if the
quadrupole is laid out correctly.

The length of Q2 does not show up explicitly in the equations equation (3.5)
for the mass selection properties. Since the adiabatic approximation is a time
average it is based on the assumption that many oscillation cycles pass while
the ion is trapped in the RF-field of the quadrupole. Generally, a minimum of
ten cycles is assumed in order to reach stationary conditions. For the lightest
and fastest particles to be transmitted at each frequency, this corresponds to a
length of 5 cm at an axial kinetic energy of 10 eV.

With respect to the mass-to-charge-ratio range that has to be achieved, the
design requirements of the Q2 quadrupole are similar to Q1. Due to the bet-
ter trapping and the lower drift velocity and at high pressures, a quadrupole
designed as ion guide for low pressure will certainly work at high pressure
as well. Thus, in order to simplify the construction and manufacturing of
the quadrupoles and their power supplies, both quadrupole ion guides have
the same geometry. Finally, the length of 10 cm has been chosen for both
quadrupoles in order to have additional tolerance against pressure changes
which affect the mean free path in Q1.
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3.2.2 Electrostatic Lenses

Electrostatic lenses are electrodes of a special geometry to which dc-voltages
are applied in order to form a potential landscape which focuses an ion beam.
There are several types of electrostatic lenses, which typically employ a certain
number of concentric ring electrodes of different length, diameter and pitch.

In the present electrospray ion beam deposition source the functions of the
electrostatic lenses are to extract the beam from the Q2 quadrupole, to focus
the beam through several 2 mm diameter apertures positioned between the
successive pumping stages and finally to focus ions onto the deposition target.

Figure 3.10 shows the geometry and the potential landscape of an Einzel
lens together with the trajectories of a parallel ion beam traveling from left to
right. The specific design feature of the Einzel lens are the three identical rings
of which the outer two are at the same potential. The geometry of the lens
is characterized by the diameter of the rings, their thickness and their pitch,
other lengths are of minor importance.

Figure 3.10 – A 20 eV parallel ion beam focused by an Einzel lens (cross section). Equipo-
tential lines show that areas with a high potential gradient are in the gap between the lens
rings. Due to lens errors, the two outer ions are focused more strongly.

Despite its apparent simplicity, the case in figure 3.10 is already so complex
that an analytical treatment becomes unrealistic[117]. Nevertheless there also
exists simplified analytical treatments that, although not giving reliable quali-
tative results, can be used to obtain general design paradigms.

Most importantly the focusing is independent of the mass-to-charge-ratio ,
but depends on the kinetic energy. All incoming ions from one direction with
the same velocity are focused in the same point.

In general, the potential gradient created by the electrodes is responsible for
the focusing. If it is high, the focus is moving closer to the lens, even inside the
lens. As the key parameter of the lens, the potential gradient is a function of
the applied voltages and scales with the geometry parameters pitch-to-ring-
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thickness and inner radius. The scaling of these parameters can be used to
compensate for each other’s effects. For instance if a bigger inner diameter
is necessary, the pitch can be reduced or the voltage can be raised in order to
reach the same focus length.

However, for the actual construction of an ion optical system quantitative
considerations are inevitable. Numerical simulations are performed in order
to optimize the lens performance for the application in the ion beam deposi-
tion source. Within this process, the mentioned design paradigms are helpful
to reduce the number of iterations. In fact the results in figure 3.10 are ob-
tained by means of numerical simulations as has been done for optimizing all
the lenses of the ion beam deposition source.

Simulations with a large number of particles can be performed with Simion
7[121] in a rather short space of time. To get useful results it is crucial to find
an initial ion distribution in phase space that reflects the real ion beam. If the
initial phase space volume is chosen too large, it will be impossible to reach
design goals such as a maximal focal spot size, a maximal inner diameter or
maximal voltages. The other extreme, a perfectly collimated beam as starting
package, will be focused nicely by almost any lens that will most probably not
work with a real beam.

As discussed in section 2.1.3, page 17 for an electrospray ion beam source a
mass range of 1 − 6000 Th and a kinetic energy in the range of 1 − 100 eV per
charge is expected, which is used as starting parameters in the simulations.
The transversal kinetic energy of the ion beam in the simulations is 1 eV. This
value is found both experimentally and in simulations to be the kinetic energy
distribution after a thermalized beam is heated by the RF field in the mass
selecting quadrupole. The cross section of the perfectly focused beam is set to
2 mm diameter. This size is given by the vacuum system requirements as size
for the aperture (see section 3.1.3, page 39).

Further design parameters include the use of voltages lower than 100 V, a
device size in the range of centimeters and a focal spot below one millimeter.
The focal length of the lens should be able to be shifted by the voltage settings
in the range of 0− 20 cm. The final design, which shows to fulfill the required
performance and is used for the ion beam source, is summarized in table 3.3.

3.3 SAMPLE PREPARATION and EXPERIMENTAL

PROCEDURES

Throughout an ion beam deposition or mass spectrometry experiment many
protocols are executed, several of them are repeated many times in almost
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Geometry

ring, inner diameter 12mm

ring, length 10mm

ring-steering plate, distance 3mm

steering plate, length 10mm

steering plate, inner diameter 12mm

aperture, inner diameter 12mm

aperture, hole diameter 2mm

aperture, length 8mm

ring-aperture, distance 2mm

shield diameter, 12mm

shield distance, 2mm

Performance

focal spot diameter (1000Th, 20 eV) 0.7mm

voltage needed 60V, 20V

position of focal spot from lens shield 0− 120mm

Table 3.3 – Design parameters of the optimized electrostatic lens used in the ion beam
deposition source.

every experiment. Often the success and reproducibility of the measurement
depends on the accurate reproduction of various procedures.

These most important processes are collected in this section. The prepara-
tion of mass spectrometry samples (section 3.3.1, page 58) and solid substrates
for deposition (section 3.3.2, page 59) needs to be done before the experiments.
The first step after the start of the apparatus is the adjustment of the beam (sec-
tion 3.3.3, page 60). After this, a mass spectrometry (section 3.3.4, page 61) or
deposition experiment (section 3.3.5, page 63) takes place.

3.3.1 Solutions for Electrospray Ionization

In the preparation of samples for electrospray ionization there is not much dif-
ference between solutions for deposition or for mass spectrometry, besides the
fact that mass spectrometry samples can be more diluted since a high current
is not needed. The samples are prepared by dissolving or diluting a substance
in a solvent.

Typical solvents used for electrospray are water, methanol (MeOH), ethanol
(EtOH) and acetonitril (MeCN). Less typical are diethylether, dichlormethane
(DCM), tricholormethane, acetone or tetrahydrofurane (THF).

Often samples are acidified in positive electrospray mode in order to raise
the concentration of charge carriers in solution and thus the current. For acid-
ification, formic acid (HCOOH) or acetic acid (CH3COOH) are used. Typically
amounts of 0.1 %vol up to 2.0 %vol acid are added to the original solution.

Concentrations for mass spectrometry experiments range up to 1 µmol
ml , the

lower limit being only set by the detection limit of the mass spectrometer. For
deposition experiments higher concentrated solutions are used. Depending
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on the substance a concentration up to 0.1 mmol
ml is used, whereas 10 µmol

ml is the
typical value.

Besides an increased current, very high concentrations have a few major
disadvantages. Since a deposition experiment lasts several hours, the source
gets heavily contaminated. Moreover, the risk of needle clogging is very high
and a large amount of clusters can be formed (see section 4.1, page 68). Finally,
substances are often very expensive so that the gain in current is heavily paid,
since the current is only proportional to the square root of concentration and
flow rate[67].

Liquid samples are prepared differently for the pneumatically assisted or-
thogonal source and for the nanospray source (see section 3.1.1, page 36). The
amount of liquid needed for an hour of spray is 1 − 5 ml for the orthogonal
source and 50 − 200 µl for the nanospray source. Due to the low amount of
liquid the nanospray samples are very efficient but also very responsive to
contamination, since already a small amount of material can result in a high
concentration in solution. The orthogonal spray source on the other hand has
advantages in the handling of the liquid sample and the stability of the spray.
The large amount of prepared sample, milliliters are common, is dosed from
a syringe. The larger volume-to-surface ratio of the milliliter sample also re-
duces eventual contaminations.

3.3.2 Deposition Substrates

Substrate holders as introduced in section 3.1.6, page 46 are used for the de-
position in high vacuum. The dimensions of the samples that can be held are
12 mm× 12 mm× 3 mm for the single sample holder and 6 mm× 6 mm× 1 mm
for the six-fold sample holder.

Generally, in order to avoid the buildup of charge at the surface of a sub-
strate used in an ion beam deposition experiment, the material should be con-
ductive. Otherwise Coulomb repulsion effect of the deposited charges with
the incoming beam are the consequence. However, for currents in the range
of 10 pA, a voltage of only 0.1 V volts builds up for a resistance to ground of
≈ 10 GΩ. Such a resistance for instance is typical for a silicon sample with a
native oxide, as widely used for ion beam depositions within this work. In
general, the sample needs to show only very little conductivity.

Silicon with native oxide, silicon with a top layer of 200 nm silicon oxide
(SiOx) and highly oriented pyrolytic graphite (HOPG) are used as substrates.
Note that these are the abbreviations for the substrates used further through-
out the text. Since the bulk material does not play a role in low hyperthermal
ion-surface interactions, the silicon and silicon oxide samples are both referred
to as SiOx surfaces (section 2.3.3, page 31).

The silicon and silicon oxide samples are cut out of a wafer using tweezers
and a diamond tip pen. HOPG was ordered from Anfatec Instruments AG (Oel-
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snitz, Germany) in the dimensions 5 mm× 5 mm× 1 mm which is suitable for
both sample holders.

The samples are cleaned and glued to a stainless steel plate using conductive
silver particle glue before they are mounted in the sample holder. The HOPG
surface is cleaned by stripping the top layer with adhesive tape. The silicon
samples are sonicated and rinsed in acetone, isopropanol and ultrapure water
(Millipore) in this order, blown dry with nitrogen and dried for an hour in an
oven at 100 oC. After the samples are mounted in the sample holder, the holder
itself is placed in the loadlock and the pumps are started.

All three substrate types can be used for AFM analysis since they are all
characterized by a flat surface (section 3.4.1, page 64). Additionally, HOPG ex-
hibits a large number of very flat terraces with 0.2 nm high step edges which
correspond to single carbon sheets. Si and SiOx show flat surfaces with a
roughness normally of under 0.5 nm.

An especially non conductive surface is needed for the fluorescence spec-
trometry experiments in order to avoid the quenching of the luminescence.
For this purpose the 200 nm SiOx layers on silicon are used. For the secondary
ion mass spectrometry analysis no special surfaces are needed. Their only re-
quirement is that they are as clean as possible which makes the detection of
small amounts of material especially in static SIMS mode much easier.

3.3.3 Beam Preparation

The ESI-control software can store the entire state of the ion beam source and
of the TOF-MS. By recalling such a list of settings for another measurement,
the ion beam conditions can be reproduced with good reliability. Normally,
for a time-of-flight mass spectrometry or deposition experiment, only fine ad-
justments have to be done when a stored setting is used.

To define an ion beam ex-novo from a blank set of voltages becomes only
necessary after a very long time to correct apparatus drifts, when major changes
have been made on the apparatus or when a particular parameter is suspected
to be far from optimal. In a parameter space of about 60 variables a global
optimum is very hard to be identified.

Nevertheless, some parameters play a more important role than others, or
have a specific function. For example the kinetic energy is defined by the
potential gradient at the Q1Q2Ap aperture, thus the difference between the
voltages Q1-DC, Q1Q2Ap and Q2-DC are the key parameters to act on, when
the ion beam energy is set.

In general the ion beam is optimized towards properties that are primarily
useful for ion beam deposition. Certainly a high current is helpful. The spread
of the kinetic energy has to be narrow, while the absolute value of Ekin is of
minor importance, because it can be set by the sample voltage. A beam with
a low energy spread can be collimated nicely, which helps to achieve a high
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coverage. Generally such an ion beam is easier to handle than a very disperse
beam. The composition of the beam needs to have a low amount of contami-
nation and unwanted fragments. Finally, it has to be made sure that no solvent
droplets are in the beam.

The algorithm for the optimization of the ion beam is an iteration of tuning
subsequent ion optical elements downstream the optical axis of the deposition
setup starting at the spray needle. During this procedure the current is always
measured at the next possible electrode with respect to the ion optical element
which is optimized.

First, the current is measured at the skimmer and the voltages of the cap-
illary/entrace plate and of the fragmentor are optimized to reach a high but
stable current for a duration of at least 15 min. The next current measurement
is done on the aperture between Q1 and Q2 (Q1Q2App). The parameters to be
optimized are the voltage at the skimmer, the Q1-RF voltage and the Q1-DC
voltage. To avoid that ions pass the aperture without being detected, the Q2-
DC voltage is set to a high positive value during this optimization step. Later
Q2-DC is set so to let pass as many ions as possible. The next current measure-
ment point is the aperture of lens LB while Q2-RF, Q2-DC and the lens LA are
optimized.

This procedure is further continued for the lenses and the sample holder
in the HV-part, until a current of appropriate magnitude is measured at the
desired deposition or mass spectrometry position. The whole optimization
from the needle to the last lens can be repeated several times. After the current
is optimized, a mass spectrum (section 3.3.4, page 61) is taken and the kinetic
energy is measured (section 3.1.4, page 42).

Even though the parameter space of the ion beam source is very big and all
parameters affect all ion beam properties, some components can be identified
that have a major effect on a certain property. Obviously, the Q2 quadrupole
can be used to set the mass range, the lenses can be used to adjust the focusing
and the steering plates to move this focus perpendicular to the beam axis. The
fragmentor voltage can be used to create fragments.

Finally it is noticed that the ion beam energy is defined at the point where
the ions are extracted from the thermalization in Q1. Since the pressure changes
non abruptly at the aperture Q1Q2Ap, the number of collisions is reduced
throughout a certain flight length, which causes some energy loss. Therefore
the potential gradient in this area is proportional, but not equal, to the kinetic
energy of the ion beam. However, for energy dependent depositions, it is
typically a better choice to adjust the kinetic energy at the sample holder, by
applying a deceleration voltage.

3.3.4 Mass Spectrometry Experiments

Once an optimized beam has been obtained, mass spectrometry experiments
can be performed. The mass spectrometer is moved into the beam axis. For
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a first alignment of beam and spectrometer the analyte solution is exchanged
against a calibration solution, usually CsI (see section 4.1.2, page 71).

The first step is the alignment of the mass spectrometer. The steering plates
of lens C (LC-S) are set to a volatge 0 V in both directions and the height of the
MS is set, using the vertical manipulator, to the value that results in the highest
net current at the mass spectrometer detector. Then the steering plate voltages
and the focusing is varied in order to obtain an even higher current. These
steps are repeated until variations in the height, the steering plate voltage or
the focusing can not further raise the current in the TOF.

Additionally, it has to be made sure that the form of the peaks in the mass
spectra is symmetric. An asymmetric peak shows that either the mass spec-
trometer is misaligned or the detector is saturated. These two cases can be
easily distinguished from each other. When the beam enters the extraction
volume non parallel to the push plate, the peaks of all mass-to-charge-ratio
show a shoulder on one side.

On the other hand, a saturated detector is indicated by a strongly sup-
pressed intensity for flight times just higher as the peak value. An intense peak
in the mass spectrum is related to frequent detector events at this flight time.
After an event a dynode detector in general is not capable to record another
one for a certain dead time of 50 ns. For very intense ion beams each TOF de-
tection cycle might generate even more than one event at a certain flight time,
causing a dead time always at the same position in the mass spectrum, which
results in the characteristic form of the saturated peak. The other less intense
peaks typically appear symmetric.

In case of a misaligned spectrometer the height or the voltages have to be
altered to improve the resolution. A saturated detector is in principle no prob-
lem for following measurements, as long as the affected peaks are not used for
calibration.

After the alignment a calibration spectrum is taken, which is used for a pre-
liminary calibration using only two identified peaks (see section 2.2.4, page 22).
Thereafter, the actual measurements can be performed. After the measure-
ments or if long measurements last for more than a one hour, it is necessary
to repeat the calibration in order to correct a possible drift in the calibration
constants. If necessary, the spectra can be calibrated more precisely by fitting
all identified peaks, as described in section 4.1.2, page 69.
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3.3.5 Deposition Procedure Details

In section 2.3.3 the basics of an ion beam deposition experiments at hyperther-
mal energies are outlined. Kinetic energy, charge state of the ion, mass of the
ion, sample surface condition, ion current and beam temperature are the ma-
jor parameters of the deposition experiment. Therefore these parameters need
to be controlled or measured.

Section 3.3.3 describes how to provide a stable and focused beam of a cer-
tain energy and mass-to-charge-ratio range at the deposition target. The com-
position of this beam is determined by mass spectrometry (see section 3.3.4)
before the actual deposition experiment. The desired incidence energy Ecol

is set by the sample voltage Usample once the beam energy is known Ecol =
Ekin − |zeUsample|), where z is the charge state of the ions in the beam. The
geometry of the sample holder and of the retarding grid energy detector are
designed in such a way that the spread of the kinetic energy distribution re-
mains constant, when a sample voltage is applied[115].

Once the ion beam is focused and the energy is set, the steering plates are
used to move the focal spot on the sample, which starts the deposition. The
current IS at the sample is monitored over time throughout the whole deposi-
tion experiment. From IS and the ion beam properties (charge state z, particle
area Ap) the coverage Θ can be derived as a function of the deposition time t.

The total number of deposited particles in a certain time N = nt is calculated
from the particle flux n = IS

ze , which clearly depends on the charge state z. The
final coverage Θ = N

Ap

A depends on the geometry of the particle (particle area
Ap) and on the geometry of the deposition setup (substrate area A):

Θ(IS , t) =
Is

ze

Ap

A
t . (3.7)

This way of computing the coverage is actually only a rough estimation.
Several effects can induce strong deviations from the values obtained from
equation (3.7), so that only their order of magnitude is reliable.

Over a deposition area of 10 mm2 the ion beam can be inhomogeneous,
which might result in a big range of different coverage across the sample. This
effect can be reduced, if to the voltages applied at the the steering plates a
low time dependent voltage offset is added, which for instance creates in a
randomized motion of the focal spot across the target. This increases the ho-
mogeneity of the sample, but on the other hand increases deposition time (see
section 5.3, page 127). Sometimes though, it can be quite convenient to have a
gradient in coverage across the sample. This is particulary true for morpholog-
ical studies with AFM, which can be performed on such a sample for a range of
coverages. The single measurements for several coverages are all comparable
without any constraint, since all are prepared under the exact same conditions
(see section 5.1, page 112).

Further errors in the coverage estimation (equation (3.7)) originate from the
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fact that not all charges are detected via the electrometer connected to the sam-
ple. Charges can also stick to the particle at the surface or be emitted into
vacuum, which reduces the measured current(see section 2.3.3, page 31).

3.4 ANALYTICAL TECHNIQUES

In this section those analytical techniques are briefly introduced that have
been used besides the mass spectrometer in the ion beam deposition setup.
Substrate surfaces which has been used for deposition have been character-
ized ex-situ concerning morphology, chemical composition and optical prop-
erties using atomic force microscopy (AFM), time-of-flight secondary ioniza-
tion mass spectrometry (TOF-SIMS) and fluorescence microscopy coupled to
a confocal microscope. Product ion mass spectrometry in which ions and their
corresponding fragments are detected has been employed for detailed mass
spectrometric investigations using a quadrupole instrument with a collision
cell.

3.4.1 Atomic Force Microscopy (AFM)

Atomic force microscopy (AFM) is a scanning probe microscopy technique
which is used to image the topography of a surface with a resolution in the
nanometer range. The force between a sharp tip and the substrate is measured
and used as input signal in a feedback loop which holds the distance between
tip and sample constant and thus records the topography[122].

The AFM used in this study is a commercial ambient condition instrument
(Nanoscope IV, Digital Instruments, Vecco), equipped with etched silicon tips.
The instrument was used in intermittent contact mode (tapping mode) only.
In this mode the cantilever, which holds the tip, is driven by a piezo actuator
close to its resonance frequency. The force between tip and surface is measured
by the change in oscillation amplitude resulting from a changed resonance
frequency upon tip-surface interaction.

The resolution depends strongly on the quality of the tip and therefore varies
for different tips. Typically, a lateral resolution in the range of 10− 100 nm and
a vertical resolution of 0.1 − 0.3 nm are reached in ambient conditions. This
means that even small isolated objects can be detected easily by their height
on a flat surface, while two small objects close to each other cannot be distin-
guished.

The AFM images are analyzed using the Nanoscope software and the WsxM
software[123]. To achieve a better contrast, a second order fit is often used to
flatten the images.
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3.4.2 Confocal Microscopy and Fluorescence Spectroscopy

A confocal microscope (Leica) with a grid spectrometer and a micro-photo-
luminescence (µPL) spectrometer is used for fluorescence spectroscopy. Both
setups illuminate the sample with a focused continuous Ar+ laser beam at
wavelengths of 488 nm and 514 nm respectively. The laser spot has a size of
approximately 1 µm2.

The light emitted from the focal spot at the surface is transferred to the spec-
trometer where an appropriate notch filter is used to block the elastically scat-
tered light. The spectrometer employs grids and a CCD camera to acquire the
optical spectrum in a range from 480 nm to 800 nm. The µPL setups are very
sensitive to emission from the surface since they employ the confocal micro-
scope geometry in which the light detected is only emitted from the focal spot.

3.4.3 Time-of-Flight Secondary Ion Mass Spectroscopy
(TOF-SIMS)

Secondary ion mass spectrometry (SIMS) is a technique to analyze elemen-
tal composition of solid samples[124]. The sample surface is sputtered by a
primary ion beam. The emitted secondary ions are detected with a mass spec-
trometer. In the case of TOF-SIMS a time-of-flight mass spectrometer is used,
but also quadrupoles or even high energy accelerators with sector magnet
mass separators are used as mass spectrometer for SIMS. Measurements are
performed in high or ultra high vacuum typically at 10−8 − 10−10 mbar.

The TOF-SIMS data presented in this work are taken with a TOF-SIMS 5
(IonTOF Corp. Muenster, Germany) (see sections 5.3.4 and 5.4.4). This de-
vice contains three different ion beam sources for gallium, oxygen and cesium.
Oxygen and cesium ion beams of 250 − 2000 eV kinetic energy are used for
sputtering in order to remove material for depth profile measurements. The
analytical sputtering is done using the Ga+ beam at an energy of 15 keV or
25 keV.

The time-of-flight mass spectrometer can detect either positive or negative
ions in a mass range between 0 Th and 5000 Th. The dynamic range of the
device, which is the contrast between the lowest and highest detectable signal,
is 106 .

The TOF-SIMS can be used for imaging the composition in three dimensions
with optimal resolution of 100 nm. For other applications the resolution can be
optimized for the mass analysis to a value of 5000 .

In static SIMS mode only the Ga+ analysis beam of 15 keV is used to create
secondary ions. Then almost no material is sputtered and only the very surface
is analyzed. This mode is used to study the surfaces of samples after ion beam
deposition. Only positively charged secondary ions are analyzed in order to
detect the dye molecules or the chemical signature of the nanoparticles.
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3.4.4 Product Ion Mass Spectroscopy (PIMS)

Product ion mass spectrometry (PIMS) is a mode of tandem mass spectrome-
try, employing two mass selecting devices and a collision cell[33]. From an ion
beam a small mass range is selected with the first mass separator. Only the
ions of this mass-to-charge-ratio are transmitted into the collision cell, where
collision induced dissociation (CID, see section 2.3.2, page 24) is used to create
fragment ions, which are analyzed in the second mass separator. For each se-
lected mass-to-charge-ratio , a product ion mass spectrum is recorded for dif-
ferent CID settings like collision energy and collision cell pressure. Therefore,
product ion mass spectra give information about the structure of the selected
ions and also about their stability.

The tandem mass spectrometer used for the study of Cytochrome c (section
4.1.4, page 79) employs quadrupoles as mass filter and a collision cell (QStar,
Applied Biosystems, Proteomzentrum Tuebingen). Ions in a mass-to-charge-ratio
range up to 1800 Th can be studied at a resolution of 500− 1000 depending on
the instrument’s setting. The acceleration potential in the collision cell can be
varied continuously, while the pressure can be chosen from 3 fixed values in
the range of (10−4 − 10−5 mbar).
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4

RESULTS and DISCUSSION

MASS SPECTROMETRY

Introduction

Successful ion beam deposition depends on the complete control of the prop-
erties of the ion beam. This involves the beam composition or in other words
control over what is deposited. Several analytical techniques can be used
to test the composition of an ion beam. The most direct way is mass spec-
trometry, from which ion beam deposition experiments derived in the first
place[63]. This is also the reason why often it is called preparative mass spectrom-
etry[66, 107, 106, 56, 110, 57].

The work presented in this chapter therefore explores how a certain parti-
cle can be ionized in the electrospray and transferred into high or ultrahigh
vacuum. Therefore large molecular ions, their fragments and contaminations
need to be identified. A special focus lies on the behavior of the ions upon col-
lision event. Fragmentation that occurs as a consequence of ion gas interaction
can give information about the stability of the used particle.

Under this agenda mass spectrometry experiments on different classes of
substances are performed and the composition of the ion beams is studied
under varying conditions. Organic and inorganic ionic compounds show to
form small ionically bound clusters (section 4.1, page 68). Cluster size and
charge state depend on ion gas interaction in the collision cell. Mass spectra
of ionic compounds are useful for the calibration of the mass spectrometer.
Clusters of multiply charged protein ions show similar properties as the salt
clusters.

Different types of large organic molecules are ionized with electrospray ion-
ization and mass spectra show that the molecule can be brought into gas phase
(section 4.2, page 82). The molecules show a specific fragmentation pattern
upon energetic ion gas collisions. The mass range (500 − 6000 u) of molecules
studied illustrates the wide variety of molecules that can be used in a depo-
sition experiment. Metallo-organic complexes and dye molecules are among
the large organic molecules that are demonstrated to be ionizable. Besides, for
the monitoring deposition experiments mass spectrometry is used to prove
the presence of small amounts of complex organic molecules.
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A different class of large organic molecules that are analyzed with mass
spectrometry are polymers (section 4.2.3, page 101). The mass of a polymer is
determined by the mass of the monomer unit times the length of the polymer.
Since polymers are rarely evaporable they are very interesting candidates for
ion beam deposition. Experiments show that polymers can be ionized over a
wide range of lengths and their charge state can be manipulated with ion-gas
collisions.

Proteins besides being natural molecules with a special functionality are in-
homogeneous polymers with very high masses (section 4.3, page 105). Mass
spectra show typical patterns related to the different charge states of a protein.
It can be shown that these patterns also reflect the conformational state of the
protein.

4.1 CLUSTERS

4.1.1 Introduction

Charged Clusters: Useful for Calibration, Candidates for Deposition and

Probes for Very Low Energy Collision

High concentrations of solvated molecules or ions in solution lead to the for-
mation of charged clusters in electrospray ionization (section 2.1.3, page 17.
Small crystals of solvated salt ions are formed in the drying and supersat-
urated electrospray droplets are emitted as gas phase clusters.[72] Some are
charged due to an electric field induced excess of one ion species at the capil-
lary apex. Those cluster ions can be observed in the mass spectrum[125, 79, 78,

126, 80, 48].
Different types of charged clusters created by electrospray ionization are

analyzed by TOF-MS (see section 3.1.5, page 44). Clusters of inorganic and
organic salts as well as non-covalently bound protein clusters are investigated.

The structure of nanoscale clusters is a field of intense research[113], which
makes gas phase salt cluster ions interesting candidates for vacuum deposition
and study in an UHV-STM[127, 128, 129].

Moreover, clusters are useful for the calibration of the mass spectrometer
since they lead to an easy to identify, periodic arrangement of peaks over a
large mass-to-charge-ratio range[75, 76, 130]. Finally, information about phys-
ical and chemical properties of the cluster and its components are obtained
using background gas collisions as probes with defined energy[131, 132, 133, 81,

134, 135, 136, 137].
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Dependencies of the Cluster Abundance on Apparative Parameters

Depending on the experimental conditions, cluster ions can appear in an elec-
trospray ion beam for all types of analyte particles. Many examples have
been reported in literature: neutral solvent molecules with H+ or Na+ at-
tached[76, 77], ionic bound salt clusters[125], protein clusters[138], acid-base clus-
ters or organic ampholytes form cluster ions[130].

The size and the charge of the cluster depend on various parameters. The
settings of the atmospheric interface, the solution used and the properties of
the cluster forming substance play major roles.

In general, by acting on the available parameters so as to increase the super-
saturation of the cluster forming substance within the sprayed droplets, the
cluster abundance increases correspondingly[125]. According to this rule, an
increased concentration, a more volatile solvent, a lower solubility, a higher
curtain gas temperature or the use of a nanospray source will promote the
cluster formation.

In addition, the parameters that control the ion-molecule collisions in the
first and second pumping stage have an effect on the cluster abundance. In
particular, the potential differences between the fragmentor and the skimmer
electrode (declustering potential Udec), skimmer and Q1, as well as that be-
tween Q1 and the aperture Q1Q2Ap determine the intensity of the ion gas col-
lisions and therefore influence the final cluster distribution in the ion beam[78].
The possibility to quantify the collision energy of ion gas collisions as de-
scribed in section 2.3.2, page 28, allows one to study the stability in clusters
by the combination of mass spectrometry and CID.

4.1.2 Inorganic Cluster Ion Beams for Calibration

Sodium Chloride Clusters

Sodium chloride (NaCl) is one of the most common salts and of great impor-
tance in many areas of nature, science and technology. It consists of singly
positively charged sodium ions (100 % 23Na) and singly negatively charged
chloride ions (75.77 % 35Cl, 24.23 % 37Cl) arranged in a face centered cubic
crystal structure. NaCl dissolves very well in water but is also soluble in other
solvents [139].

Sodium Chloride solutions can be used to create intense cluster ion beams
from the electrospray ion beam source. Singly and doubly charged clusters of
mass-to-charge-ratios between 200 Th and 2000 Th are usually observed.

For the mass spectrometry experiments solutions of 0.1 mg
ml NaCl in a wa-

ter/ethanol mixture are used, which corresponds to a concentration of 1.7 mM.
Electrospraying of these solutions results in mass spectra as displayed in fig-
ure 4.1. For the given settings of the ion optical system (Ufrg = 50 V, VQ1 =
100 V, VQ2 = 400 V) singly Na+(NaCl)n and doubly 2Na2+(NaCl)n charged
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Figure 4.1 – Typical mass spectrum of an ion beam created from a NaCl solution in
the nanospray interface. Singly (∇) and doubly (?) charged clusters are abundant over a
broad mass-to-charge-ratio range. The highest peak corresponds to the Na14Cl13 (n = 13)
cluster, which represents a cube of 27 = 33 atoms.

clusters can be identified in the mass spectrum. Since the detected quantity
is the mass-to-charge-ratio , the doubly charged clusters appear alone only
for odd numbers of n. For an even amount of NaCl units the yield of dou-
bly charged clusters adds to the peak of the half sized singly charged clusters.
Therefore doubly charged clusters in the mass spectrum are indexed by the
integer m, according to the chemical formula Na+Na+(NaCl)2m+1.

Cluster calc. meas.

mass (u) mass (u)

(abund.) (abund.)

Na+(Na3
35Cl3) 196.86 196.98

(0.435) (0.419)

Na+(Na3
35Cl2

37Cl) 198.89 198.92

(0.417 ) (0.471)

Na+(Na3
35Cl 37Cl2) 200.92 200.87

(0.133 ) (0.110)

Na+(Na3
37Cl3) 202.95 n/a

(0.014) (n/a )

Figure 4.2 – Effect of isotopes in the Na+(NaCl)3 cluster peak. The two stable chlorine
isotopes 35Cl and 37Cl lead to clusters of four different masses. Three of them with high
relative abundances can be identified in the mass spectrum of a NaCl solution. The
measured values match with the calculates masses and abundances.

Both types of clusters are used in a calibration fit according to equation
(2.10). The calibration procedure using mass spectra of charged clusters is
explained in detail for CsI clusters on page 71.

The measured spacing between the singly charged clusters corresponds to
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the mass of NaCl which is 58.44 u, the average over the different chlorine iso-
topes. For low masses the isotopic peaks are resolved as displayed in figure
4.2 for the Na+(NaCl)3 peak. The calculated values for the cluster masses and
abundances obtained from the isotopic distributions of Na and Cl match with
the measured values as derived from the calibration fit (see table in figure 4.2).

Clusters of atoms, molecules or ions often show a particular high stability
for given number of units. This is because at these particular numbers special
geometric or electronic conditions are fulfilled, which result in high binding
energy and thus in high stability of the cluster. The number of units is then
called magic number[140, 80, 81, 77, 78].

The most abundant peak in the mass spectrum of NaCl clusters is the n = 13
peak, which corresponds to a cluster of 27 atoms. This cluster can be imagined
as a 3×3 cube cut out of a NaCl crystal. The observation of other locally highly
abundant clusters such as n = 22, m = 10 or m = 13 is in accordance with
other experimental and theoretical results[78]. The n = 22 cluster for example
corresponds to the 5× 3× 3 cuboid.

Despite the precision, the NaCl calibration also bears some major disadvan-
tages that forbid its use for everyday application. The Na+ ion is very likely
to contaminate following measurements and would make frequent extensive
cleaning necessary. The Cl− ion is chemically very aggressive since it is present
as an ion or in nanocrystalline form. The two stable isotopes of chlorine result
in isotopic distributions for each cluster. At the present resolution of our mass
spectrometer the corresponding peaks overlap completely into a single wide
peak for each cluster for n > 5, which limits the precision of the calibration.
Another calibration solution without these disadvantages would therefore be
most useful.

Cesium Iodide – The Standard Calibration

Better for calibration is Cesium Iodide (CsI). Like NaCl it is a salt composed
of group I and VII elements and creates ionic clusters in an electrospray ion
beam source. The components are less reactive than those of NaCl and have
the advantage of only one stable isotope each, which are 133Cs (132.905447 u)
and 127I (126.90446 u) respectively.

Positively charged CsI clusters, produced by electrospray ionization, are of
the type mCs+(CsI)n. In order to avoid contamination of the apparatus, a low
concentrated CsI solution is used for calibration (0.1 mg

ml =̂ 0.38 mM). A mix-
ture of water with methanol or ethanol is used as solvent. Usually, only singly
charged clusters of CsI are observed in the ion beam, due the low concentra-
tion. Table 4.1 displays the reference mass-to-charge-ratios of the clusters most
frequently used for calibration with CsI.

To find the calibration constants A and t0 in equation (2.10) a minimum of
two fixpoints is needed, which are tuples of the type (t, M(t)) with t the mea-
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I− Cs+ charge z m
z

(Th) I− Cs+ charge z m
z

(Th)

0 1 1 132.9054 9 10 1 2471.1540

1 2 1 392.7108 10 11 1 2730.9594

2 3 1 652.5162 11 12 1 2990.7648

3 4 1 912.3216 12 13 1 3250.5702

4 5 1 1172.1270

5 6 1 1431.9324 doubly charged

6 7 1 1691.7378 3 5 2 522.6135

7 8 1 1951.5432 5 7 2 782.4189

8 9 1 2211.3486 7 9 2 1042.2243

Table 4.1 – Mass-to-charge-ratio of singly and doubly charged clusters of CsI which are
typically used for calibration (see figure 4.4)

Figure 4.3 – Mass-to-charge-ratio as a function of time-of-flight and time-of-flight spec-
trum for a CsI cluster beam. Each cross (+) marks a fixed point in the time-of-flight
spectrum which corresponds to an identified peak for which the mass can be calculated.
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sured flight time and M the corresponding mass-to-charge-ratio . However
the calibration is more precise if several fixpoints are taken into account.

In figure 4.3 the mass spectrum of CsI is displayed in the time-of-flight rep-
resentation. The peaks are identified to be increasingly larger clusters of the
type Cs+(CsI)n, which results in the fixpoints marked with (+). The function
(2.10) is then fitted to all these points with free calibration parameters A and
t0 to be determined. Such a fit is shown in figure 4.3 as a dotted line. The cali-
bration constants found in this example are A = (1.973± 0.002)×10−6 Thns−2

and t0 = (344± 15) ns.

Figure 4.4 – [left] Calibrated CsI mass spectrum. Cluster peaks from Cs+ up to
Cs+(CsI)11 are displayed. (note the enlarged y-axis scale for higher masses). [right]

The resolution is calculated for the Cs+ peak to be 218 .

To transform the measured time-of-flight spectra into actual mass spectra,
the calibration function is applied to the measured data (see figure 4.4). The
typical equidistant spacing of singly charged clusters can be observed. The
mass resolution of the spectrometer can be determined as the ratio between the
peak position and its width ( equation (2.8) and equation (2.9)) and is found to
be approximately 200 (see figure 4.4 [right]).

A resolution of 200 limits the distinction of neighboring peaks to 1
200 of their

position. This is not the only error in a mass-to-charge-ratio measurement,
since a further resolution limitation is given by the errors in the calibration
constants (see equation (2.14)). If equation (2.14) is evaluated with the above
calibration constants for high and low flight times, 10000 ns and 30000 ns for
example, the resolution limitations found are 250 and 500 respectively. This
means that the calibration precision is good enough for the given instrumental
resolution of 200 for our mass spectrometer.

The values found for resolution error and calibration error show that CsI
cluster beams can be used for calibration of the mass spectrometer. Repeated
calibration measurements show that in fact the constants shift with time and
as a function of apparatus parameters, although only minor shift between sub-
sequent measurements are observed.

Since a precise calibration using a fit over many fix points is very time con-
suming for each measurement, a rough calibration using two points is done
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and the CsI mass spectrum is recorded in case a more precise calibration is
necessary.

4.1.3 Amphiphilic Metallo-Organic Salt Cluster Ions

Considering that physiological conditions are nothing else than aqueous solu-
tions with a high concentration of solvated ions, it is clear that ionic organic
compounds are also very important in biology. Actually a large group of or-
ganic and biological molecules are in the form of ionically bound salts. Among
these molecules the class of ionic surfactants is one of the most prominent.
They have great importance in biological systems and industrial applications
due to their special behavior at interfaces (see section 5.2, page 119 for more
detail)[141, 142]. It is therefore very interesting to study surfactants in gas phase
in (ultra) high vacuum, where their interaction is not dominated by the pres-
ence of water any more.

In this section mass spectrometry is used to study sodium-alcyl sulfates
in particular sodium dodecyl sulfate (SDS) and sodium octyl sulfate (SOS)
which are ionic surfactants and examples for metallo-organic salts. As a first
step here the formation of metallo-organic ionic clusters in the electrospray is
investigated in order to fundamentally understand the formation of sodium
alkyl sulfate gas phase ions.

For ion beam deposition experiments a very important question is whether
an aggregate of SDS and a dispersed molecule or particle can be charged and
transferred into gas phase. Related deposition experiments with carbon nan-
otubes and SDS are discussed in section 5.4.

Singly and Highly Charged Clusters

SDS and SOS in powder form that are dissolved in a mixture of methanol and
water are used for mass spectrometry experiments. Typical concentrations are
between 1 mg

ml and 0.005 mg
ml .

In figure 4.5 typical mass spectra of SDS and SOS are displayed for 200 V
fragmentor voltage. Both mass spectra show the equidistant spacing between
the singly charged cluster peaks, typical for salt clusters. The composition of
the clusters can be identified as Na+(NaSO4(CH2)7CH3)n for singly charged
SOS clusters and Na+(NaSO4(CH2)11CH3)n for singly charged SDS clusters.
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Figure 4.5 – Mass spectra of sodium dodecyl sulfate (SDS) and sodium octyl sulfate
(SOS) at 200 V fragmentor voltage. Equidistant, indexed peaks correspond to the singly
charged clusters. In between highly charged clusters are observed.

Figure 4.6 – Highly charged clusters, up to +5, of SDS between the n = 6 and n = 7
single charged peaks.

Although highly charged clusters can be observed in both mass spectra, they
are much more clearly visible for SDS than for SOS. In general the peaks
corresponding to more highly charged clusters show a higher periodicity than
those of singly charges ones, since their separation m/z decreases for rising
z. In figure 4.6 a mass spectrum from a different SDS experiment is shown,
which contains highly charged SDS clusters. For 150 V fragmentor voltage,
clusters with up to 5 charges can be identified.

The main difference between the inorganic and the organic salt clusters is
represented by the observed charge states. For NaCl and CsI only singely
and doubly charged clusters can be observed, which agrees with literature
on the subject [78]. For SDS on the contrary, charges up to +5 are measured.
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Comparable high charge states have been reported for organic ampholytes of
comparable mass [125], but not for inorganic salts.

If different cluster ion beams are to be compared from the perspective of
cluster ion abundance, two important aspects have to be considered. The sta-
bility of the cluster itself depends on criteria like supersaturation or tempera-
ture and material properties like surface- or binding energy. Whether or not a
cluster can be created in first place depends on the cluster source and again on
the material properties like solubility, because certain growth conditions like
supersaturation need to be provided.

Firstly, the maximum charge Q ∝
√

εγV that a cluster can bear without be-
ing unstable, is defined by its Rayleigh limit ((equation (2.1)), section 2.1.2,
page 14). This charge depends on the electric permittivity ε0, the surface ten-
sion γ and the volume V = nV0 for a cluster containing n units of volume
V0. The molar volume for SDS is much larger than the molar volume of CsI
or NaCl. Considering that these substances have similar dielectric properties,
it becomes obvious that SDS is much more likely to produce highly charged
clusters than an inorganic salt of low molar volume.

This argumentation is only correct for macroscopic systems, since material
parameters like surface tension and electric permittivity are not well defined
for systems that only contain few molecules. However, the forces that are the
reason for a certain behavior of a macroscopic material, like adhesion due to
van-der-Waals interaction, are still present at the nanoscale. The rough macro-
scopic approximation thus gives trends for the stability of clusters that are
valid also for very few molecules.

The second aspect to be taken into account is the unstable nature of an elec-
trospray ionization cluster beam source. If the parameters of the ion source
are set so that a high abundance of clusters is achieved, the spray typically
becomes unstable due to an excess of salt deposited at the needle. Depending
on the settings of the atmospheric interface, the lifespan of a stable beam can
vary between some seconds and several hours. Therefore, an absolute optimal
set of parameters for the creation of a high density cluster beam can never be
found. However for a certain time span the source parameters can be set in a
way that a stable cluster beam can be observed.

Clusters with charges higher than +2 are never observed for CsI and NaCl.
On the other hand for SDS at similar conditions and after the same optimiza-
tion procedure clusters of the charge +5 and higher are identified.

Since the mechanism of cluster formation in the electrospray source is the
same for organic and inorganic salts and the external conditions are similar,
the big difference in observed charges per cluster are related to a difference
in stability, which depends on material parameters. For salts neither the per-
mittivity nor the surface tension show a big difference, but the molar volume
does. Large clusters of SDS thus can carry more charges than inorganic salt
clusters. This result is also valid for gas phase protein ions, which are compa-
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rable in mass and volume to SDS clusters. Mass spectrometry experiments at
proteins in section 4.3, page 105 show that they are highly charged as well.

Missing Magic Numbers

In contrast to NaCl SDS mass spectra do not show clusters that are distinc-
tively more abundant than the others. Such pronounced peaks in cluster mass
spectra are called magic numbers and they correspond to clusters that are espe-
cially stable (see section 4.1.2, page 69). In the case of NaCl the cluster contain-
ing 33 = 27 atoms is very stable because it resembles a cube. In this configura-
tion the surfaces are minimal versions of the [100], [010] and [001] surfaces and
therefore minimize the surface energy necessary to create the cluster. They can
be considered defect free.

The absence of such magic number clusters for all organic salt cluster ions
thus indicates that small ordered structures like the NaCl clusters do not exist
or if they exist have a very low surface energy and therefore do not play a
major role for the stability of a certain cluster at the given temperature.

Fragmentation of Organic Salt Clusters

All ions undergo collisions with the background gas in the first and second
differential pumping stage, before they enter the mass spectrometer in high
vacuum. As already stated, besides the conditions of the solution and the
atmospheric interface, these collisions play a key role in the formation of gas
phase cluster ions. In fact, cluster fissions can occur upon energetic collisions
with gas molecules (see section 2.3.2, page 24). The declustering potential in
the first pumping stage at 1.3 mbar is the parameter that regulates the intensity
of these collisions.

If the fragmentor voltage is increased, the amount of highly charged clus-
ters in the ion beam is reduced. Figure 4.7 shows the mass spectra of SDS for
several fragmentor voltages between 100 V and 500 V. For rising fragmentor
voltages the intensity of intermediate peaks that correspond to highly charged
clusters decreases, while other peaks that correspond to singly charged clus-
ters become visible at higher mass-to-charge-ratio .

The observed changes in the mass spectrum could be explained by two dif-
ferent effects introduced by collisions: Either the clusters are stripped off their
charges or the clusters are fissioned.

The second explanation is the more probable one, even though there is no
direct proof in the experiments with salt clusters that charge stripping can be
completely excluded. Other experiments and simulations, for instance with
polymers (see section 4.2.3) or tandem mass spectrometry on protein clusters
(see section 4.1.4), show that a simple fission model is sufficient to explain
the resulting mass spectra after background gas collisions. Additionally, for
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Figure 4.7 – Mass spectra of SDS for fragmentor voltages between 100 V and 500 V.
The abundance of highly charged clusters is reduced with rising voltage, while large singly
charged clusters become more abundant.

protein clusters charge stripping could be excluded as an effect caused by ion
gas collisions.

In order to resemble the observed mass spectra for the CID of SDS clus-
ters, the only effect considered is the random splitting of a big ion into two
parts. The mass and the net charge of the primary ion is distributed among
the daughter particles which therefore can be ions or neutrals. As a conse-
quence of the fission process, the mass-to-charge-ratio range where peaks ap-
pear in the mass spectrum gets larger, which seems counterintuitive. Ions from
a mass range of m1 . . .m2 with charges between z1 and z2, where m1 < m2 and
z1 < z2 will create peaks in the mass-to-charge-ratio range between Mhi = m2

z1

and Mlow = m1
z2

. After a fragmentation the upper limit for the mass m2 and
the charge z2 remains the same while the lower limits m1 and z1 have become
lower. This affects also the limits of the mass-to-charge-ratio . The upper limit
Mhi has become larger, since z1 decreased while the lower limit Mlow decreased
because m2 got reduced.

The described mechanism resembles the effect observed for CID with highly
charged clusters of SDS. In fact no information about the fissioned molecule is
needed in the description. Therefore this model applies to all collision induced
dissociations of highly charged ions. Additionally it can be concluded that the
mass-to-charge-ratio range of singly charged particles can only decrease upon
CID since the charge state is fixed to 1.
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4.1.4 Non Covalently Bound Protein Clusters

In solution protein arrangements are of great importance due to their role in
cell signaling[11]. Many biochemical processes including cell proliferation, im-
mune reactions and metabolism are controlled by protein agglomerations.

Protein clusters can also be observed in gas phase[136]. Mass spectrometry
and ion-gas-interactions are used to study the properties of these clusters in
order to compare them to their solution properties. The properties of gas phase
proteins and their solution counterparts differ substantially. Therefore it is
one important question to what extent the protein reactions in solution are
reflected by gas phase protein ions[143, 32, 144].

Finally, it is most interesting to use proteins for vacuum deposition as illus-
trated here (see section 5.1, page 112) or by other works[52, 53]. In this frame-
work also the behavior of protein clusters on a surface is of great interest and
will have to be compared to their properties in the gas phase.

One way to study gas phase cluster ions is to use controlled intense colli-
sions with gas molecules and analyze the fragments, which gives information
about the primary ions, like binding strength and charge site. Nozzle skimmer
fragmentation like used for SDS (section 4.1.3, page 74), Rhodamines (section
4.2.1, page 82) or Catenenes (section 4.2.2, page 90) cannot be used for an ion
beam containing more than one primary particle, since resulting mass spectra
would contain product ions from all types of primary particles.

Therefore the study of protein agglomerations of Cytochrome c (Cyc) is
done with product ion mass spectrometry on the triple quadrupole mass spec-
trometer at the Proteomzentrum Tuebingen(see section 3.4.4 for details on the
experimental setup). This technique is used to determine the composition of
the protein clusters, which can give information on whether these clusters are
formed due to denaturing or due to binding under equilibrium condition so-
lution reaction.

Clusters of proteins show some distinct differences to salt clusters. Both
types of ionic clusters are composed of charged particles. The building unit of
a salt cluster is the ion pair A+B−. The net charge of the cluster results from an
excess in one of the components, i.e. A+(A+B−)n. Protein clusters only have
one charge type depending on the configuration of the source. The proteins
studied in this work are all multiply positively charged.

For the protein Cytochrome c, charge states between +4 and +12 are ob-
served (see section 4.3.2). Figure 4.8 shows the mass spectrum of Cytochrome
c that was used to create the product ion spectra, which are also displayed
underneath. Highly charged clusters consisting of two (2M) or three (3M) pro-
teins are observed in addition to the single particle ions.

Product ion mass spectra are obtained by mass selecting one peak in the first
quadrupole (Q1), passing it through a collision cell (q2) (p = 2×10−4 mbar)
and recording a mass spectrum with the third quadrupole (Q3). The clusters
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Figure 4.8 – Product ion mass spectra of Cytochrome c ions and clusters. The primary
mass spectrum is displayed on top. Underneath the product ion mass spectra are shown.
The mass selected ion from the primary spectrum is marked with an arrow in its product
ion spectrum.

Ion or Cluster Product Ions

M11+ M11+

M8+ (2M16+) M10+, M9+, M11+, M7+

M6+ (2M12+) M8+, M9+, M10+, M11+,M7+

3M17+ M10+, M9+, M8+, M12+, M7+,

2M11+ M6+, M7+,

Table 4.2 – Product ions of Cytochrome c clusters (Cyc+nH+). The clusters are sorted
by ascending mass-to-charge-ratio , the product ions by abundance.

M11+, M8+, M6+, 3M17+ and 2M11+ are investigated. Their product ion spec-
tra are displayed in figure 4.8 underneath the primary mass spectrum. All
product ion mass spectra show only peaks that can be identified with charged
Cytochrome c ions, no small fragments are observed.

In table 4.2 the found product ions are summarized. A trend is visible: For
clusters with higher mass-to-charge-ratio also the product ions have a higher
mass-to-charge-ratio , hence a lower charge. But some exceptions are also ob-
servable. Even though the 3M17+ and the 2M11+ clusters have almost the same
mass-to-charge-ratio , their product ion spectra differ substantially. Finally it
has to be noted that due to the mass range of the quadrupole spectrometer, +5
is the lowest charged Cytochrome c ion observable. The list of product ions is
thus not complete.

The fragmentation into single protein ions in the product ion mass spectra is
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complete. This can be deduced from the complete disappearance of the 3M17+

and 2M11+ clusters which cannot contain single particle ions. Therefore the
product ion peaks observed for M11+, M8+ and M6+ correspond to the single
particle ion.

The product ion mass spectrum of the M11+ ion does not contain any other
ion than the primary itself. This is a very important result because it shows
that stripping of charges upon gas collision does not occur. Otherwise lower
charged ions would have been observed. Moreover the observation that M11+

does not contain any cluster ions in contrast to the lower charged clusters sug-
gests that charge repulsion plays a role for the cluster stability.

In the fragmentation of the clusters, the most abundant product ion is not
necessarily the ion with ±1 charge but rather with ±2 charges with respect to
the mean cluster charge (charge per Cyc). Since charge stripping and there-
fore also charge transfer between the ions in the cluster can be excluded, only
an asymmetric charge distribution in the cluster can give rise to these obser-
vations.

In general the abundance of clusters in a molecular beam can be expressed
in terms of the energy gains during their growth[72]. The cluster has to form a
surface which costs energy while it gains volume energy from the binding to
other molecules.

The observation of Cytochrome c ion clusters in the gas phase illustrate
that already an agglomeration of two clusters gains enough energy in order to
overcome the charge repulsion between the two ions. This energy gain is re-
lated to the polar outer shell of a protein which is desolvated in the gas phase.
Therefore it is favorable for proteins to be in contact with other proteins in the
gas phase.

Moreover the observations show that it is energetically more favorable to
distribute the net charge asymmetrically between the parts of the cluster. Con-
sidering the electrostatic force between two charges particles F ∝ z1z2 with zi

being the charge state, for a constant net charge z = z1 + z2 the largest force
will be found for the most equal sharing of z between z1 and z2. This argument
certainly does not describe the observations entirely, but it gives an idea why
the charge distribution is asymmetric.

Finally the results found for the mechanisms under which the protein ag-
glomerations are formed, indicate that the driving force is present either for
highly or for lowly charged Cyc clusters. Mass spectrometry as well as other
results indicate that highly charged protein clusters are often in an unfolded
form, while lowly charged proteins are still correctly folded (see section 4.3.2,
page 108 and [145, 144]). Therefore the attractive interaction between the Cyc
proteins is not related to a specific protein interaction, but rather caused by the
hydrophobic-hydrophilic effect between two large complex molecules.
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4.2 ORGANIC MOLECULES

Today organic chemistry knows of 17 million compounds. Their size ranges
from methane CH4 (m = 16 u) to polymers of many million atomic masses.
The number of elementary building units on the other hand is rather small.
Besides the major atomic fraction of carbon and hydrogen, organic molecules
typically contain oxygen, nitrogen, sulfur, phosphor and halogens as a minor
part. This minor atomic fraction is arranged in functional groups, which define
how organic molecules chemically behave.

With increasing complexity the functionality of organic molecules is incre-
ased. Thus many properties and applications can be found for organic molecules.
Synthetic organic chemistry today can create tailor made molecules with very
desirable functionalities[146, 147, 5, 148]. A big roadblock though is that large
functional organic molecules rarely have a vapor pressure high enough for
vaporization. Therefore, neither structuring nor analytical methods based on
ultra high vacuum technology can be used with these molecules, due to the
lack of a suitable deposition technique.

Electrospray ionization has been shown to be able to create gas phase ions in
vacuum[35]. The electrospray ion beam deposition source developed during
this thesis is aimed at bridging this gap of the missing deposition technique.
By its use organic molecules can in fact now be deposited and explored in vac-
uum. As for the organic and inorganic salts (section 4.1, page 68), the basis of
a successful deposition is the control over the beam composition. Therefore,
mass spectrometry studies are performed to learn how to ionize molecules
and learn how they behave in an ion beam, especially when encountering col-
lisions with a background gas.

At the beginning of this chapter organic dye molecules are studied, because
due to their fluorescence properties (section 4.2.1, page 82) they can be used
as probes for a successful soft landing deposition (section 5.3, page 127). [2]-
catenanes, topologically connected organic molecules able to form complex co-
ordination bonds with metal ions, are further studied in section 4.2.2, page 90.
Due to their different binding motives these molecules behave as interesting
molecular switches. Finally polymers, the largest organic molecules, are stud-
ied by the example of poly-ethylene-imine. Their general behavior makes
them an easy to handle model system for many organic macromolecules of
higher complexity, such as proteins or DNA.

4.2.1 Rhodamine Dye Molecules

Rhodamine is a family of dye molecules that is characterized by a common
fluorophore, phenyl-xanthene (see figure 4.9). Typically they are soluble in
water or alcohols where they are present as ions stabilized by counter ions[149].

The key property of Rhodamines is their fluorescence (see table 4.3). They
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Figure 4.9 – Examples from the Rhodamine family of dye molecules: Rhodamine 6G, B,
Sulforhodamine

Rhodamine Abbreviation Excitation Emission Color

Molecule Wavelength Wavelength in Solution

(nm) (nm)

Rhodamine 6G Rho6G 480− 555 520− 680 orange

Rhodamine B RhoB 500− 565 530− 655 violet

Sulforhodamine SRho 510− 600 560− 670 red

Table 4.3 – Rhodamine dye molecules with excitation and emission wavelength used in
this study[150].

are used as laser dyes and stains for fluorescent labeling[151, 152]. The emission
spectrum depends on the sidegroups of the fluorophore and on the environ-
ment (solvent, pH value)[153, 154]. Rhodamine molecules are very effective
dyes with quantum efficiencies up to almost 100%, which is the reason why
they are used in single molecule spectroscopy experiments[155].

Rhodamines are also interesting probes for ion beam deposition experiments
on solid substrates. Since only the intact molecule will generate the typical flu-
orescence spectrum, optical spectroscopy can be used to prove and quantify
the soft landing process.

Soft landing experiments carried out with Rhodamine 6G (Rho6G) ion beams
are described in detail in section 5.3, page 127. Here the behavior of gas phase
Rhodamine ions is studied with mass spectrometry. The fragmentation of the
molecules upon collisions with a high pressure background gas is analyzed in
detail because of the expected parallels with collisions at solid surfaces.

The fragmentation experiments are done by nozzle skimmer fragmentation
in the first pumping stage. As modeled in section 2.3.2, page 28 the fragmentor
voltage can be used to control the collision energy. The resulting fragment ion
spectra are recorded and fragments are identified in order to establish general
rules for the fragmentation of this class of molecules.
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Mass Spectra of Rhodamines

For mass spectrometry, Rhodamine 6G, B and Sulforhodamine are dissolved in
a mixture of water and methanol at concentrations between 0.5 mg

ml and 0.05 mg
ml .

The solution is acidified by adding 0.1 % up to 1 % of formic acid.
Mass spectra for Rhodamine 6G are displayed in figure 4.10 for fragmentor

voltages between 50 V and 550 V. For low voltages (50 V - 200 V) the only
intense peak observed is at 443 Th - a singly charged Rhodamine ion. A minor
peak at 415 Th corresponds to a Rhodamine ion with a missing ethyl group
(m =29u).

Further fragmentation sets in at fragmentor voltages of 225 V. With increas-
ing fragmentor voltage the masses of the observed fragments decrease down
to 100 Th. Intense peaks are recorded at 400, 386, 358, 341, 327, 311, 298, 283,

269 Th and 257 Th. The distance between neighboring peaks is always in the
range between 12 Th and 16 Th.

Like Rhodamine 6G the molecule Rhodamine B has a mass of 443 Th. The
two molecules are isomers, i.e. they have the same molecular formula and the
same backbone fluorophore but the structure is only similar. This results in
distinctly different optical properties (see table 4.3).

The fragmentation mass spectra of Rhodamine B (figure 4.11) are similar to
those of Rhodamine 6G. Major fragment peaks appear for fragmentor voltages
higher then 200 V. The smallest fragments observed for the highest voltages
have a mass-to-charge-ratio of about 100 Th. Even though the general appear-
ance of the fragmentation mass spectra is similar, the exact positions of the
peaks and their abundances are different in many details, except for the peak
at 443 Th.

Sulforhodamine 101 Sulfonyl Chloride (SRho, Sigma Aldrich S3388) also
known as Texas Red is a very popular stain for amino acids[151]. It binds co-
valently to proteins making them detectable in fluorescence microscopy while
they are still folded. In contrast to Rhodamine B and Rhodamine 6G it can
carry two different charges in solution, a positive charge at the amino group
and a negative charge at the sulfate group.

A further difference of SRho in respect to the other Rhodamines is that
only the sulfate (SO3) and the chlorosulfate (SClO2) groups are connected with
a single bond to the phenyl-xanthene backbone of the molecule. The other
sidegroups are connected with the fluorophore by at least two bonds.

For mass spectrometry SRho is dissolved in a mixture of water and ethanol
at concentrations of approx. 0.1 mg

ml . The resulting mass spectra are displayed
in figure 4.12 for a range of fragmentor voltages from 50 V to 650 V. For low
fragmentor voltages the base peak is found at 609 Th, which can be attributed
to an SRho ion in which an oxygen atom is missing. Fragment peaks appear
at 400 V fragmentor voltage with mass-to-charge-ratios down to 200 .

Sulforhodamine is an example for a molecule that is charged by an electro-
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Figure 4.10 – Mass spectra of Rhodamine 6G, for fragmentor voltages between 50 V and
525 V. For low voltages the base peak is found at 443 Th, for voltages higher than 225 V
peaks at lower mass-to-charge-ratio are the most intense.
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Figure 4.11 – Mass spectra of Rhodamine B, for fragmentor voltages between 50 V and
550 V. The pattern of fragment peaks appears to be similar to the fragmentation of
Rho6G.

chemical reaction in electrospray ionization (see section 2, page 13). In contrast
to Rho6G and RhoB, which are charged at the amino group and therefore are
ions by themselves, the amino group in the sulforhodamine ternary, which is
less likely to be protonated then primary or secondary amino groups[67]. The
base peak at 609 Th is therefore related to the chemically modified molecule,
while only a small peak is found at 626 Th for the intact SRho.

Fragmentation Mechanism of Dye Molecules

Since the Rhodamine molecules are all singly charged, the mass-to-charge-
ratio of the fragments and their masses are identical and thus can be used
to identify the fragments directly. The resolution of the mass spectrometer,
which results in an error of ±1.5 u for the mass range of the fragments, is only
a minor limitation. In fact the mass spectra show that the typical fragments
are hydrocarbon and thus are separated by 12− 15 u.

Fragments identified for Rho6G, RhoB and SRho are shown in figures
4.13, 4.14 and 4.15. In general it is observed that fragmentation occurs within a
certain hierarchy as a function of the fragmentor voltage, because otherwise all
possible fragments would appear at the same time, with the same abundance.
Fragments that appear at low fragmentor voltages therefore are related to a
weak bond within the molecule. On the contrary, the difference in abundance
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Figure 4.12 – Mass spectra of Sulforhodamine, for several declustering potentials. The
major peak for low fragmentor voltages is not the molecule itself (626 Th) but a fragment
with one oxygen atom missing (609 Th). Intense fragment peaks appear only for fragmentor
voltages higher than 400 V
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Figure 4.13 – Molecular structure of Rho6G fragments. The pattern of peaks down to
257 Th can be interpreted as the subsequent fragmentation of the sidegroups (−CH1,2,3,
−NH2, −OH, = O, −CH2−CH3). The given structures represent only examples for
fragments of the given mass, many other fragments are possible. Further smaller fragments
result from the fragmentation of phenyl-xanthene itself.
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of fragments that are detected at the same fragmentor voltage can be related
to the cross section of the reaction, the collision energy distribution of the ion-
collision or the multiplicity of fragments for the same mass-to-charge-ratio .

Figure 4.14 – Major fragments of Rhodamine B.

Figure 4.15 – Typical fragments of Sulforhodamine as they appear in the mass spectrum.

The fragmentation of the Rhodamine molecules can be understood as a mul-
tiple collision process which results in subsequent fragmentation. In the first
pumping stage, at a pressure of 1 mbar, the molecular beam is driven towards
the skimmer electrode by the supersonic expansion and by the applied declus-
tering potential (Udec = Ufrag − Uskimmer). On their way the molecular ions
collide with the background gas molecules, which is mainly nitrogen.

While the number of collisions is only dependent on the pressure, a ris-
ing declustering potential results in an increased collision energy (see section
2.3.2, page 24). Above a certain threshold such intense collisions can lead
to a molecule with a cracked bond, for instance a missing sidegroup or an
opened benzene ring. At 200 V declustering potential (i.e. Ufrag = 250 V and
Uskimmmer = 50 V) the collision energy for an ion of 500 Th in 1 mbar nitrogen
is ≈ 1.2 eV (see figure 2.4), which is in the same order of magnitude as the
typical energy of a chemical bond in organic molecules (2− 4 eV).

If a molecule undergoes more than one collision, further sidegroups can be
removed, if the collision energy is high enough or previous collisions excited
the molecule before. Therefore, the subsequent appearance of fragments for

89



4 MASS SPECTROMETRY

increasing fragmentor voltages is related to their binding strength. The side-
groups which are first cleaved off are also the weakest bound.

For Rho6G the first three major fragments peaks at 425 Th, 386 Th and
358 Th correspond to the removal of the three ethyl groups[49]. For RhoB, in
contrast, the first to be removed are not the ethyl sidegroups, but the carboxyl
group, resulting in a fragment at 398 Th.

Finally for SRho the weakest bound sidegroup is the sulfate group itself,
which carries the charge in most of the cases. Therefore almost no fragments
appear for voltages up to 350 V, since the fragmentation of the sulfate group
results in an uncharged remainder. Only if the molecule is charged at a dif-
ferent site, charged fragments can be observed, which are at 547 Th for the
missing sulfate group and at 526 Th when the chlorosulfate is cleaved.

The smaller fragments for all three Rhodamine molecules are related to
cleavage of further sidegroups and finally the destruction of the backbone,
which occurs at the highest fragmentor voltages since many bonds have to
be broken. The mass spectra show wide peaks for the small fragments, since
many different fragments are possible and their peaks overlap, which cannot
be resolved.

The Rhodamine fragmentation experiments show that large organic mole-
cules are indeed very stable at low collision energies – at least when they col-
lide with lighter molecules from the background gas. Rhodamine molecules
lose their sidegroups before the inner structure of the molecule is destroyed.
Finally, the details of the fragmentation mass spectra give a hint on the binding
strength of sidegroups. All this information represents knowledge important
for analyzing the deposition and collision events at a solid surface.

4.2.2 Catenanes – Metallo-Organic Coordination Compounds

[2]Catenanes are one class of molecules that are topologically bound[156, 157,

158, 159]. They consist of two macrocycle molecules which are interlocked with
each other. 1 This additional binding motive on top of the covalent binding
within each macrocycle makes them promising candidates for molecular ma-
chines, in which the structure is contained by the covalently bound organic
molecule and a motion is induced by switching the coordination bond selec-
tively.

In fact the interlocked parts can undergo conformational changes upon an
external stimulus, while the covalent structure remains intact[160, 161, 162, 163].
Therefore the possibility to control catenanes and rotaxanes on the single molec-
ular level is of great interest. Grafting of the molecules on solid surfaces is one
route to access catenanes or rotaxanes with nanoscale imaging and manipula-

1Only the macrocycle and the catenane are organic molecules, while the copper catenate is
a coordination compound. However due to the organic origin this section is listed under
organic molecules.
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tion techniques. This is an essential prerequisite to realize molecular motor or
molecular switch concepts[164, 165, 166, 167].

To understand the behavior of [2]catenanes upon adsorption on solid sur-
faces, e.g. adsorption strength, conformation relaxation, mobility on the sur-
faces and, in particular, the freedom of mechanic switching, an UHV-STM
study has recently been performed[168]. Within this work the question of in-
tact deposition of complex organic molecules arises. Thermally evaporated
and deposited [2]catenane molecules that are observed in STM (figure 4.16)
do not necessarily have to be intact, since thermal treatment or chemical reac-
tion with the metal surface might induce strong modifications.

Figure 4.16 – STM topograph of dimer chain structures of Cat30 on the Ag(111) sur-
face. The arrow points to a molecule sitting on top of a chain. (b) High-resolution STM
topograph showing the uniform circular or oval shape of observed Cat30 molecules, the
inset shows the molecular structure of Cat30 at the same scale of the STM image. (c)
A tentative model of the dimer chain structure derived from the STM data and the solid
phase X-ray crystallography of Cat30, where the overlapping phenanthroline units of the
neighboring molecules interact via π-stacking. Different colors are used for clarity (repro-
duced from [168].)

In order to interpret the molecular resolved STM images, mass spectromet-
ric information of the deposited molecules is very helpful. Therefore, electro-
spray ionization mass spectrometry has been used to detect catenanes Cat30,
its metal complexes Cucat30 and AgCat30, the single rings (M30, Mt33)
and the synthesis precursor dap.

The study involves not only the mass spectrometric evaluation of the mole-
cule but also of their fragments. The molecules are in fact connected by a hier-
archical design: CuCat30 is obtained by complexation of Cat30 with copper,
Cat30 is formed by interlocking two open M30 macrocycle precursors, and
the M30 macrocylce is made by closing the dap half ring with ether chains.
The observation of fragmentation patterns can thus lead to conclusions about
the stability, the chemical reactivity and the charging of the studied molecules.

Figure 4.17 displays the molecules used in the mass spectrometry exper-
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Figure 4.17 – Catenanes and related molecules used in this study. dap is the precursor
molecule for the rings M30 and Mt33. The [2]catenane Cat30 consists of two M30
rings. The complex CuCat30 is charged and stabilized in a crystal by BF−4 counter ions.

iments. The molecules are synthesized by the group of J.-P. Sauvage (Uni-
versity Strassbourg, France)[169]. The molecular masses range from 392 u for
the half ring (dap) to 1197 u for the copper catenate. All molecules contain
basic nitrogen heterocycles like phenantrolines or terpyridines, since the pre-
cursor dap contains phenantroline (C12N2H10) and functional groups of ether,
which are used to close the ring[170]. At ambient conditions they dissolve in
dichloromethane completely. Solutions for the use in mass spectrometry are
further diluted and acidified (see section 3.3.1, page 58).

Samples for mass spectrometry are prepared by dissolving bulk material
or rinsing evaporated molecules off the metal surfaces. In particular, the com-
plexion of the solvated catenane with metals is tested by immersing bulk metal
rods in a solution containing Cat30 or M30 for a few minutes.

Catenane Cat30 and Copper-Catenate CuCat30

Ion beams of all compounds shown in figure 4.17 are prepared as described in
section 3.3.3, page 60. Mass spectra are taken as a function of the fragmentor
voltage. Beyond a certain threshold all compounds show fragmentation.

The catenane Cat30 is found in the mass spectrum as singly and doubly
charged molecules at 1132 Th and 567 Th respectively (figure 4.18). Since the
peak at 567 Th also corresponds to the single charged M30, the Cat30 was
tested for M30 content by complexation with copper. After the reaction only
a CuCat30 peak (1197 Th) is found in the mass spectrum. Since in a reference
experiments, the complexation of Cu and M30 no peak at this mass-to-charge-
ratio has been found, the ion at 567 Th in the mass spectrum of Cat30 has to
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Figure 4.18 – Mass spectra of a Cat30 solution at fragmentor voltages between 200 V
and 500 V. The fragmentation is similar to M30.

be identified as double charged catenane.
For increased fragmentor voltages the relative abundance between the 1132 Th

peak and the 567 Th peak shifts towards the lighter ion. Intense fragment
peaks of M30 are only found for masses lower than 400 Th.

Figure 4.19 – Mass spectra of CuCat30+BF−4 solution for fragmentor voltages between
100 V and 550 V. The intense peak at 630 Th can be attributed to CuM30+. Neither
Cat30 nor M30 is present in the spectrum.

For the study of copper catenate a solution of its ionic form CuCat30+BF−4
has been analyzed with the mass spectrometer (figure 4.19). The peak at 1223 Th
can be allocated to CuCat30. For low fragmentor voltages also peaks at
847 Th and 393 Th are observed, which most likely correspond to contamina-
tions or higher charged clusters. CuCat30 shows fragments for high voltages.
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Only light fragments with a mass-to-charge-ratio less than half the primary
ion appear. The intense fragment at 630 Th belongs to the CuM30+ fragment.
Other intense fragments appear only for lower mass-to-charge-ratios .

The fragmentation patterns of Cat30 and CuCat30 are distinctively differ-
ent. Both have in common that a first important group to be split off is a M30
molecule. The lighter fragments are different. Most importantly the copper
ion is not split off the CuCat30 since neither a Cat30 nor an M30 peak can
be found.

Mass Spectra of the Macrocycles M30 and Mt33

In order to better understand the mass spectra of the catenane and of its copper
complex, the catenate, the mass spectrum of M30 is studied. The catenane
Cat30 consists of two macrocycles as only components, which is the reason
that parallels in the mass spectra have to be expected. To learn what is specific
for macrocycle rings, apart from M30, another macrocycle (Mt33) is used for
comparison.

The mass spectrum of the ring molecule M30 (567 u) is displayed in figure
4.20. High mass fragments, heavier than 390 Th, appear at fragmentor volt-
ages of 250 V, low mass fragments for voltages higher than 300 V. The abun-
dance of the heavy fragments is much lower than those of the light fragments.

Figure 4.20 – Mass spectra of M30 for fragmentor voltages between 200 V and 400 V.
The peak at 567 Th corresponds to M30. Major fragments appear at 306, 310, 335, 347,
364, 377 and 390 Th.

For Mt33 similar mass spectra like those for M30 can be observed (fig-
ure 4.21). The molecule itself appears as a strong peak at 676 Th when singly
charged and at 339 Th when doubly charged. Intense fragment peaks are
only observable for masses lower than approximately half the molecule size.
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Since the solution is highly concentrated, clusters of MT33 can be observed
at 1035 Th and 1352 Th, which corresponds to (3Mt33Na)2+ and (2Mt33)+

respectively.

Figure 4.21 – [top] Mass spectra of Mt33 for fragmentor voltages between 150 V and
450 V. The peaks at 656 Th and 339 Th correspond to singly and doubly charged Mt33.
Major fragments appear at 364, 307, 287 and 259 Th. [bottom] Mass spectrum of
Mt33 larger range: Clusters at 1352 Th and 1035 Th are identified as (2Mt33)+ and
(3Mt33Na)2+.

The two different ring molecule’s correlations in the mass spectra are due to
the partially common molecular structure and due to the fact that both are
macrocycles. Both mass spectra have some major fragment peaks in com-
mon (335 Th, 364 Th, 377 Th and 390 Th). In comparison to other organic
molecules of similar molecular structure and molecule mass, fragments are
only observed for relatively high fragmentor voltage. Rhodamine 6G or Rho-
damine B for instance show first intense fragment peaks at 225 V while for
M30 only 300 V seem to be a high enough voltage to induce fragmentation.
Since Mt33 can be doubly charged, its kinetic energy is higher and the frag-
mentation threshold is thus lower.

Mass spectra of the Precursor Molecule dap

The common fragment at 390 Th in the M30 and Mt33 spectra is the dap ion,
which is used as a precursor in the synthesis of the macrocycles, or one of its
isomers (see figure 4.17). The intact dap has actually a mass of 392.45 u but it
appears as a fragment with a mass of 2 u less, due to two missing hydrogen
atoms at the terminal carbon or oxigen atoms, depending at which atom the
ether chain has broken. dap samples are also measured with MS for compari-
son with the fragmentation of M30, Mt33, Cat30 and CuCat30.
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Figure 4.22 – Mass spectra of dap for fragmentor voltages of 100 V, 250 V and 300 V.
Besides dap at 393 Th fragmentation creates peaks of lower masses which correspond to
dap fragments. One peak of higher mass 414 Th can be identified as Na+dap.

For 100 V fragmentor voltage the mass spectrum shows only one peak at
393 Th which corresponds to the mass of the intact dap molecule (figure 4.22).
At higher voltages first heavy, then lighter fragments appear. Major fragments
are identified to be 377, 362, 350, 334, 307 Th. The peak at 414 Th can be as-
signed to the Na+dap ion, which is present in low concentration due to con-
tamination. It is only detected at high fragmentor voltages, since it is more
stable than the H+dap ion (see section 2.1.3, page 17).

Fragmentation of Catenanes

The charge states and fragment masses observed for the different molecules
can be used to determine the location of the charge, the structure of the frag-
ments and to estimate of the stability of the molecular bonds.

Figure 4.23 – Fragmentation of dap. The major fragments can be allocated to molecules
with cleaved end groups.

For the dap molecule the structure of the principle fragments can be deter-
mined by the subsequent removal of sidegroups (figure 4.23). For example the
largest intense fragment peak of dap with a mass of 377 u can be explained
with the loss of a CH3 group ( m(CH3) = 15 u ) at one end of the molecule.

Figure 4.24 shows that independently of the primary ion Mt33, M30 or
Cat30 the lower mass fragment peaks are almost identical to those in the mass
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spectrum of dap at 377, 362, 350, 334 and 307 Th. This is particulary true for
M30 whose fragments smaller than 390 Th, which can be explained by the
same pattern proposed for dap.

Figure 4.24 – Comparison of the fragmentation of dap, M30, Mt33, Cat30 and
CuCat30. Major fragment peaks of dap are indicated and found in all mass spectra
except CuCat30. The similarity can be explained with identical fragmentation patterns
in the low mass range.

In order to observe a fragment of a macrocycle molecule, bonds have to
break at two points of the ring. The first rupture converts it into a chain, the
second creates a fragment. The mass of a ring that has been broken at a single
position (open macrocylce) is identical to that of the closed macrocycle and
therefore cannot be distinguished in mass spectrometry. Peaks with masses
lower than the ring molecule can therefore only be observed after at least two
effective collisions have taken place (see section 2.3.2, page 24). The necessity
of two collision that create fragments requires high collision energies and thus
a high fragmentor voltage.

For all molecules except CuCat30 light fragments with a patterns similar to
dap fragments appear. Even lighter fragment ions are created by subsequent
fission of a side- or endgroup. All fragment ions contain the phenantroline
group, which is known to be protonated by electrospray[25]. This functional
group is thus the charge carrier site in the molecules dap, M30, Mt33 and
Cat30.

This conclusion is supported by the fact that all molecules are found in the
singly charged, except Cat30 which can be both singly and doubly charged.
The catenane, in its non coordinated form, can be treated as two (almost) in-
dependent M30, both of which can be charged. Moreover no doubly charged
fragments of Cat302+ ion are detected, what further supports the idea that
each ring can carry only one charge at the phenanthroline site.

In contrast, the copper complex form CuCat30 is only found singly charged
and its fragmentation pattern differs significantly from that of Cat30 (figure
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4.24). This implies that copper is coordinatively bound to the phenantroline
site that acts as a charge carrier in the uncoordinated molecule. [171]. Since in
this case the two macrocycles cannot be charged independently any more, the
charge carrier must either be the copper ion itself or the molecule is charged at
another position. The fragmentation pathway is therefore significantly differ-
ent and the molecule can only be singly charged (see figure 4.24). This result
confirms previous findings, which state that the complex binding site is in the
dap part of the molecule[171].

The fact that the subunits Cat30 or M30 of copper-catenate are not ob-
served in the mass spectra shows the high stability of the copper complex. Ob-
viously the bonds of the macrocycles break before the copper ion is removed
from the molecule. Also no copper ions were observed, which excludes the
possibility of undetected neutral M30 or Cat30 fragments of the copper cate-
nate.

Metal Coordination of Cat30

Complex coordination plays a crucial role in the synthesis of M30 type [2]cate-
nanes. Initially two dap precursor molecules are bound via a copper atom in
solution. In a next step a chemical reaction closes the rings and forms the
copper-catenate[170].

The coordination ability of Cat30, which is inherited from the dap pre-
cursor is a reversible reaction in solution. Moreover, this reaction switches
the conformation of the molecule[171]. This generates the idea to study the
possibility of a similar reversible switching process in vacuum and monitor
and control it on the molecular level in order to find out how to stimulate a
molecular device. The recent UHV-STM study of Cat30 type molecules on
silver surfaces showed a complexiation reaction that can be used to switch the
structure of adsorbed Cat30 in vacuum, which, however, is not reversible so
far[168].

Coordination binding of molecules can be monitored with ESI-MS through
the mass change upon addition of a metal atom. In the experiments presented
here, the complexion of Cat30 with metals is obtained by simply immersing
the bulk metal in the solution or by the addition of a salt containing the de-
sired metal ion[171]. Dichloromethane/ethanol solutions containing M30 and
Cat30 are brought in contact with copper, silver and gold for approximately
30min . Before, the metals are cleaned in 2M citric acid and rinsed in water
and ethanol. The solutions are then analyzed with the mass spectrometer.

Figure 4.25 displays the mass spectra for the M30 and Cat30 solution after
having been in contact with copper and silver. Solutions in contact with gold
does not show a changed mass spectrum and are therefore not displayed. Both
M30 and Cat30 react with silver and copper. The mass spectra show the
related peaks: CuM30 at 632 Th, AgM30 at 675 Th, CuCat30 at 1195 Th and
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Figure 4.25 – Mass spectra M30 and Cat30 solutions brought in contact with silver
and copper. [top] Cu + M30, [upper] Ag + M30, [lower] Cu + Cat30,
[bottom] Ag + Cat30

AgCat30 at 1242 Th.
The relative abundances are significantly different, which often also de-

pends on the concentration of the sample. Nevertheless it is clear that the
reaction of Cat30 with copper is the most favorable among the coordination
reactions tested. Not only did almost all of the Cat30 present in solution react
to CuCat30 but also small contaminations of copper present in the bulk silver
resulted in a CuCat30 contamination peak in the AgCat30 spectrum with a
significant abundance.

On the other hand, the CuM30 and AgM30 peaks are much less pro-
nounced than their uncoordinated counterparts. Thus it can be concluded
that the complexes of a single M30 molecule are much less likely formed than
those with Cat30, which offers two instead of one possible binding sites for
the metal ions.

Detection of Small Amounts of Evaporated Cat30

In the aforementioned recent UHV-STM study[168] M30, MT33, Cat30 and
CuCat30 are brought onto a silver surface in ultra high vacuum via thermal
evaporation. Temperatures of 600−630 K were used, which might a priori lead
to the decomposition of the organic molecules. In order to clarify whether the
molecules observed on the surface really represent the intact compounds, ESI-
MS is employed.

The molecules in question are evaporated and deposited on a gold surface,
rinsed off and analyzed by mass spectrometry. Since the ionization technique
is known the be non-destructive, the ions found in the mass spectrum repre-
sent the ions that have been deposited on the surface before (see section 2.1,
page 13). Thus finding intact molecules proves that the compound in question
in fact survives evaporation.
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The molecules have been evaporated in high vacuum 1×10−6 mbar onto a
gold on mica surface. A 10 µl droplet of DCM is applicated to the surface,
dissolved the deposited molecules, and picked up by a microliter pipet again.
The drop is then further diluted with ethanol containing approximately 0.1 %
formic acid. The linear time-of-flight mass spectrometer finally analyzes this
solution.

Figure 4.26 – [top] Mass spectra of evaporated Cat30 with reference solution. Rel-
ative abundances and a complexion test with copper prove the absence of M30 in the
sample. [bottom] Mass spectrum of evaporated CuCat30. The sample contains
mostly M30. No copper catenate is found.

The experiments are performed with M30, Mt33, Cat30 and CuCat30 · BF−4 .
While the first three compounds were found intact in ESI-MS indicating that
they survived sublimation and adsorption on the surface, this is not the case
for CuCat30 · BF−4 . Figure 4.26 shows the results for Cat30 and CuCat30
together with a reference mass spectrum. The latter is obtained by ESI-MS of
the dissolved molecules.

The mass spectrum of Cat30 is almost identical with the reference. The only
difference is a peak at 700 Th that can be attributed to a contamination in the
formic acid used. The relative abundance of the peaks at 567 Th and 1132 Th is
characteristic for the singly and doubly charged Cat30. This mass spectrum
indicates that in fact no M30 but only double charged Cat30 gives rise to the
peak at 567 Th. The complexion reaction described above shows that Cat30
survived the evaporation as a catenane.

The evaporated CuCat30 · BF−4 sample shows a completely different mass
spectrum in respect to its reference. This already demonstrates that the molecule
is not present as an intact unit at the surface. Mass spectrometry with remain-
ing material from the crucible of the evaporator was found to contain intact
CuCat30, indicating decomposition of the copper catenate instead of its sub-
limation. The fact that mostly M30 can be identified by its typical peak pattern
further confirms the latter finding.

Control experiments demonstrated that M30 can be evaporated and de-
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posited intact. CuCat30 deposited on gold from a solution did not show
any decomposition. Thus the CuCat30 molecule decomposed upon heating
and M30 either as macrocycle or opened is emitted and deposited on the gold
sample.

4.2.3 Polymers: Polyethylenimine (PEI)

Polymers are a class of organic macromolecules characterized by being a one
dimensional, molecular chain structure obtained by the periodic repetition of
a basic organic unit. In contrast to organic molecules, additional properties
derive from this periodic structure, for instance viscoelastic mechanical prop-
erties that depend on the chain length. Polymers find many applications rang-
ing from industrial to biological due to the possibility to assemble them from
a relatively simple building block.

The high molecular mass of the polymer strands hinders their evaporation
since polymers typically decompose when heated. Therefore the electrospray-
ing of polymers becomes an attractive possibility to transfer them into an ultra
high vacuum environment.

Due to the scalability of their size it is also interesting to monitor the gen-
eral properties of molecular ions, for instance the mass-to-charge-ratio or the
absolute charge state. The periodicity of the molecular structure enables the
correlation of observed effects to the size of the particle, for instance the elec-
tronic structure observed in STM.

Polyethylenimine (PEI) is used as a typical example for polymer ion beams.
PEI is a branched polymer with ethylenimine (−(CH2 − CH2 −NH)n−)
as monomer unit (figure 4.27) whose molecular mass is 43.0678 u. This poly-
mer is commercially available in sizes ranging from 1000 g/mol to×106 g/mol,
which corresponds to approximately 20 to 20000 monomer units in the poly-
mer.

Figure 4.27 – Molecular structure of branched polyethylenimine (PEI). The monomer
unit −(CH2 − CH2 −NH)n− has a molecular mass of 43.0678 u. The polymer is branched
and amino terminated.
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Due to the amine (−NH2, −NH) functional groups the polymer is strongly
positively charged in solution when these groups are protonated[67]. The ex-
treme hydrophility is also the result of the same functional groups.

Among many applications the use of PEI in biology and biochemistry is the
most significant. Due to the its strong charging, PEI binds to other charged
biomolecules leading to the precipitation of DNA or charged proteins. Todays
most prominent application is the use of PEI as a RNA vector[172]. Finally
PEI can also be used as backbone for synthetic DNA[173].

Observation of Different Terminations in MS

PEI solutions are created by the dilution of the commercially available stock
solution (Sigma P3143) by the ration of 1 : 100. In the mass spectrum, PEI is
easily identified due to the repeated peaks every 43 Th. As indicated in figure
4.28 by the letters (A),(B) and (C) there are at least three periodic series of peaks
with this distance, which differs by a constant offset in mass-to-charge-ratio .
This observation is made for a variety of parameters across the whole mass
range.

Figure 4.28 – Polyethylimine ions can have different terminations. Ions with the same
termination are identified as groups of equidistant (43 Th) peaks in the mass spectrum
(connected with lines).

The series of periodic peaks can be explained with the possible termina-
tions of the polymer. The mass-to-charge-ratio of a singly charged PEI with
n monomers and a termination with mass Mter is MPEI = n · 43 Th + Mter.
Some examples for an unbranched polymer are given in figure 4.28. These
terminations resemble the observed peak structure very well, even though the
polymer is known to be branched.

The branching actually does not change the mass of the polymer. For each
branch point introduced, an additional terminal is created. Thus the loss of
a proton at the branch (−NH− becomes −N−

−) is compensated with an addi-
tional proton at the terminal (NH2 instead NH). Therefore many terminations
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of the branched polymer are equivalent to a linear polymer, at least for a mass
spectrometric analysis.

Fragmentation and Charging

Upon a change in the fragmentor voltage, the composition of the PEI ion
beams change dramatically (see figure 4.29). At 100 V a dense series of peaks
can be observed between 100 Th and 1000 Th. The density of peaks gets lower
for higher fragmentor voltages until the typical distance of 43 Th can be ob-
served above 300 V fragmentor voltage. Moreover, for even higher fragmentor
voltages, intense peaks are observed up to 3000 Th.

Figure 4.29 – Mass spectra of polyethylenimine for different fragmentor voltages. For
low collision energies a highly charged polymer is observed. High declustering potentials
result in singly charged oligomers of 2 to 80 monomer units.

The way PEI is charged is similar to the charging of a protein: −NH2 termi-
nals are protonated and become−NH+

3 [67]. As a consequence each molecule of
PEI can be at least doubly charged. Due to the branching the charge number
can be even higher.

A first explanation of the observed mass spectra and of their dependence
on the fragmentor voltage could be given by a transition to lowly charged
molecules of the same size due to charge stripping. However, there are several
strong arguments against this interpretation. Experiments with Cytochrome
c clusters show that stripping of charges does not happen upon buffer gas
collision (see section 4.1.4). Other experiments with organic molecules (Rho-
damines see section 4.2.1, page 82, Catenanes see section 4.2.2, page 90) show
that for fragmentor voltages of 150 V or higher, fragmentation is generally ob-
served. Therefore, it can safely be assumed that also for PEI the rise in the
mass-to-charge-ratio and the contemporary disappearance of peaks in the low
mass-to-charge-ratio region is the result of fragmentation.

A simple model to test this hypothesis is implemented by means of a com-
puter simulation. Unbranched polymers are represented by a linear chain of
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connected CH2 and NH groups with the appropriate terminals. A number of
charges is distributed randomly along the chain at the amino groups. The
point at which the fragmentation occurs is randomized as well. Mass spectra
averaged on many runs (typically 105) are recorded for up to three fragmenta-
tion events.

The results of the simulation qualitatively resemble the observed mass spec-
tra of PEI to a great extent. Figure 4.30 shows an example for one polymer
ion with a mass-to-charge-ratio of 358.4 Th which corresponds to a polymer
of 167 monomer units with 20 charges. After three effective collisions a mass
spectrum with the typical periodic peak pattern seperated by 43 Th can be
observed.

Figure 4.30 – Simulation of the fragmentation of an PEI ion of 167 monomer units with
20 charges. The simple fragmentation model is based on subsequently splitting of linear
polymers with randomly distributed charges. This result shows that the polymers from the
electrospray source are initially highly charged and get fragmented several times.

By using a starting configuration similar to the experimental one (upper
spectrum in figure 4.29), the final result is very similar to the mass spectrum
for 500 V, but the transition, reflected by mass spectra for intermediate frag-
mentor voltages, is different. In the mass spectra displayed in figure 4.29 for a
fragmentor voltage of 300 V only singly charged polymer ions are observed
at low mass-to-charge-ratio . In the higher mass-to-charge-ratio range still
closely spaced peaks are observed which indicates that the heavier ions are
still multiply charged.

The model is only able to reproduce the results of the fragmentation ac-
curately when all molecule are fragmented the same number of times inde-
pendent of their charge state. In the real experiment, however, this is not the
case. Depending on the charge state, effective collisions occur more or less of-
ten. Since the kinetic energy of a charged particle in an electric field depends
on the charge state, the higher charged particles overcome the fragmentation
threshold in kinetic energy more often. The model in section 2.3.2, page 28
describes this process in detail.
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As a result, among particles of the same mass, the more highly charged ones
get already fissioned at lower fragmentor voltages. This effect is observed
even more obvious for the many charge states of BSA in section 4.3.3.

4.3 PROTEINS

The most complex molecules that are dealt with throughout this work are pro-
teins. Proteins are one of the most important classes of biomolecules. From
the structural point of view a protein is a chain molecule composed of differ-
ent amino acids and weighs between 103 u and 106 u. On top of this level of
structural complexity, proteins interact with themselves to take on a specific
functional form that is energetically most favorable[174, 175]. Therefore pro-
teins can reach their functional form by self assembly when they are solvated
in an aqueous solution at physiological conditions, which means near neutral
pH-value, temperatures around 300 K and the presence of a variety of ions.

Due to its complexity, a protein has to be described on many levels. Often
three different structures, primary, secondary and ternary, are differentiated.
Primarily a protein is an inhomogeneous polymer bound by peptide bonds,
composed of 22 different amino acids. This chain folds into structure elements,
namely α-helix, β-sheet and different loops and turns, which are called the
secondary structure. These structural domains then form the ternary structure
which is the functional protein.

The unique structure of each protein after folding is thus a result of the in-
teraction of the many different parts of the chain with the solvent, with itself
and in some cases with other proteins that assist the folding[175].

The interaction with the solvent can be described in a simplified way in
terms of hydrophobic and hydrophilic interactions. The hydrophobic parts of
a protein chain are typically found in the center of the protein and thus are
not in contact with the solvent, while the hydrophilic parts are on the outside.
These hydrophilic groups can be charged depending on the pH value of the
solvent.

Since proteins are nanoscale objects, for their detection and characterization
elaborate techniques are necessary. Most microscopic techniques only resolve
them as objects of a near round shape containing mostly carbon. The tech-
niques to analyze protein ternary structures are X-ray diffraction (XRD) and
nuclear magnetic resonance (NMR) spectroscopy, which both require a large
amount of sample material and are thus very extensive. Biochemical reac-
tions such as the binding of an antibody to a protein can be used for specific
identification. This group of methods is used in many special cases where the
detection of the special reaction is of interest, rather than the detection of the

105



4 MASS SPECTROMETRY

protein.
The invention and development of electrospray ionization enabled the in-

troduction of mass spectrometry into the field of biochemistry, since large frag-
ile ions like proteins can be ionized and thus detected. Today protein analysis
with a high throughput and a high resolution is available. The most common
method is high pressure liquid chromatography coupled to a tandem mass
spectrometer. It is capable of identifying proteins from biological samples by
comparing them to huge databases. Modern techniques are capable to screen
for modifications like phosphorylation on specific sites of a protein[33].

For preparative mass spectrometry the goal is set differently. In order to
bring a large current under controlled conditions onto a surface for soft land-
ing, the composition has to be monitored. The starting point of a deposition
experiment is always a solution with known ingredients. The task is to opti-
mize the settings of the apparatus for the deposition of an ion beam with the
desired properties (ion type, charge state, energy, etc.).

Furthermore, as mentioned before in the sections about electrospray ion
beam mass spectrometry (section 2.3, page 24), from the interaction of ions
and background gas, information related to the stability upon collision can be
gained. For proteins as for any other molecule to be deposited, these insights
are valuable when the behavior of the molecule in a soft landing experiment
is investigated.

Mass spectrometry experiments are performed on bovine serum albumin
(BSA, Sigma A4919) and Cytochrome c (Cyc, Fluka 30398). The two proteins
differ greatly in mass (66560 u and 12300 u) and also in their inner structure.
BSA is stabilized by 15 disulfide bonds, while no disulfide bonds are present
in Cytochrome c. The goal of the mass spectrometrical studies of these two
proteins is to establish the techniques that are necessary in order to generate a
protein ion beam with properties required for ion beam deposition. The focus
of the experiments is directed on the ion-gas-interactions, due to the fact that
the insights on the behavior upon collisions gained from these might as well
be applied to ion surface interaction ( section 2.3.3, page 31).

4.3.1 BSA as Highly Charged Gas Phase Ion

Bovine serum albumin BSA is the main protein in the blood serum of cattle.
Serum albumin in general has a good binding capacity for water, some types
of ions, fatty acids, hormones, bilirubin2 and drugs[176]. Its main functions
are the regulation of the colloidal osmotic pressure of blood and the transport
of substances relevant for the metabolism. Moreover it is used widely in bio-
chemistry since it shows almost no effect on other proteins and can therefore
be used to create artificial environments that can mimic physiological condi-
tions[177].

2Bilirubin is an important Heme precursor.
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The molecular mass of BSA is 66430 u. Figure 4.31 shows a mass spectrum
of the protein. The solution for mass spectrometry are prepared as described
in section 5.1.1, page 113 and section 3.3.1, page 58. The peaks that belong to
the protein are marked (4). The spacing between the peaks becomes larger
for higher mass-to-charge-ratio , which is characteristic for multiply charged
particles that are present in the ion beam at different charge states.

The observed peaks for the different charge states of BSA can be used to
determine its precise mass. In figure 4.31 [left]the mass-to-charge-ratio M of
the peaks is displayed as a function of the peak number X (from left to right
in the mass spectrum ). The resulting curve can be fitted with the function
M(X) = m

Z0−X+1 , where m is the mass of the protein and Z0 is the charge state
of the peak with the lowest mass-to-charge-ratio and X is the peak number.
The fit results are given in charge states z and lie between 64 and 24. The
mass of the protein is found to be 66454 ± 22 u. Since many peaks were used
to calculate the mass, the precision exceeds the limitation of the instrumental
resolution by a factor of 10.

Figure 4.31 – Mass spectrum of BSA [right] and calculation of molecule mass and
charge states [left] with fitting function and found parameters.

BSA is a heavy protein compared to others. The measured mass is in
good accordance with literature values[176], the deviation can be attributed
to adducts and the low instrumental resolution. Besides pure mass measure-
ments, electrospray ionization mass spectrometry can give additional infor-
mation about a protein. As mentioned in section 4.3 proteins can be described
by different substructures. Transitions between these, especially folding and
unfolding, results in major changes in the properties of the protein. In partic-
ular the biological function of the protein is lost upon unfolding. Such transi-
tions can be expressed by changes in the mass spectrum, since they affect the
structure of the molecule.

The charge state distribution for instance is an important indicator for the

107



4 MASS SPECTROMETRY

state of a protein. The number of charging sites available depend on the fold-
ing status of the protein[174]. Typically an unfolded protein can be charged
more highly than its folded counterpart.

For BSA it is known that the breaking of the disulfide bonds leads to an
increase in charge by 10 charges. Typically, molecules with a thiol group like
dithiolether or mercaptoethanol irreversibly bind to an opened disulfide bond,
which hinders the folding. According to literature[178], the present charge
states of BSA in the mass spectrum in figure 4.31 thus indicates that the disul-
fide bonds in the studied BSA solution are still intact, hence the protein is
folded or at least not completely unfolded. Therefore the ion beam created in
this experiment can be used in order to deposit folded proteins onto a surface
in vacuum.

4.3.2 Charge State Distribution of Cytochrome c

Cytochrome c (Cyc) is a very important protein from the mitochondria in-
volved in many cell functions such as electron transfer in the citric acid cycle
and apoptosis[179]. Cytochrome c shows some distinct differences to BSA. It
is smaller, has less charging sites and no disulfide bonds. The latter fact makes
Cytochrome c more responsive to harsh environmental conditions. Neverthe-
less both molecules are proteins and thus should provide similar results in an
electrospray mass spectrometry experiment.

Figure 4.32 – Mass spectra of Cytochrome c. [top] 5 % formic acid (FA) is added to
the same solution, that before produced the [bottom] mass spectrum.

Figure 4.32 shows the mass spectra of two Cytochrome c samples. One spec-
trum, (figure 4.32[bottom]) where no formic acid is added to the protein solu-
tion, and the other with 5 % formic acid. Both spectra show peak groups that
can be identified as Cytochrome c in different charge states, calculated by the
same method as for BSA section 4.3.1, page 106. The acidified Cyc shows
charges between +8 and +20, while the non acidified protein shows charges
between +5 and +11. The amount of charges per protein almost doubles upon
acidification.

There are two possible mechanisms that could result in a higher charged
protein when the solution is acidified. First, a lower pH value simply shifts
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the equilibrium towards higher charged proteins in solution since the concen-
tration of H+ is increased. Second, as an effect of the addition of acid, the
protein is denatured. An unfolded protein exhibits more potential charge sites
and thus is expected be higher charged.

The acidification also goes along with a change in color. The slightly red
Cyc solution becomes colorless. The same transition, color change and high
charges in the mass spectrum, is observed after heating or long ultrasonication
of a Cyc sample.

Heat or rough mechanical treatment is known to denature proteins. This
indicates that indeed the unfolding of the protein is responsible for the high
charge states observed. The experimental results and conclusions confirm re-
sults published for Cytochrome c[145, 144]. Nevertheless these experiments
demonstrate that it is indeed possible to transfer solvated protein molecules
into the gas phase in their native configuration. This is an important char-
acteristic of a protein ion beam in general which is to be used in deposition
experiments (see section 5.1).

4.3.3 Fragmentation of BSA

Fragmentation is used as identification method for proteins. The product ion
mass spectrum is characteristic like a fingerprint for a specific protein. Even
mixtures of proteins can identified: the comparison with a database and the
known mass of the selected primary ion is typically enough. The typical frag-
ments of a protein are only of secondary importance for a soft landing experi-
ment. More interesting is the question at which energy the threshold for frag-
mentation is, as already discussed for various organic molecules (section 4.2,
page 82), polymers (section 4.2.3, page 101) and clusters (section 4.1.3, page 74
and section 4.1.4, page 79).

In figure 4.33 three mass spectra of BSA at 150 V, 250 V and 300 V fragmen-
tor voltage are displayed. At the lowest voltage the typical pattern for a highly
charged protein is observed. For 250 V the highly charged BSA peaks cannot
be distinguished anymore and many intense peaks at a low mass-to-charge-
ratio have appeared. At high mass-to-charge-ratio the lowly charged BSA
peaks can still be separated from the background, while in the low mass-to-
charge-ratio the highly charged BSA peaks are no longer visible. Finally at the
highest voltage there is almost no signal from BSA molecules left, while the
low mass-to-charge-ratio peaks are still present and more abundant for lower
mass-to-charge-ratio .

The nozzle skimmer fragmentation (see section 2.3.2, page 28) takes place
at a pressure of 2.3 mbar which results in a very high number of collisions. In
this case the collision energy only depends on the energy gained between two
events (equation (2.21)), which is proportional to the dragging electric field,
the mean free path, and the charge of the particle.
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Figure 4.33 – Mass spectra of BSA for several fragmentor voltages and pressures.

For a certain threshold value of collision energy the protein will be frag-
mented, either by a single intense collision or due to the buildup of internal
energy caused by many collisions. The linear dependence of the collision en-
ergy on the charge state means that the highly charged proteins collide with a
higher energy than the proteins with a lower charge.

The mass spectrum for 250 V fragmentor voltage (Udec = 200 V) allows the
estimation of the threshold energy since the proteins with charge states above
45 + are already fragmented. For such large particles the mean free path
is rather short which leads to low collision energies. From equation (2.26) a
value of 0.25 eV can be calculated for BSA. The threshold value for the colli-
sion energy of 0.25 eV is in a range which can affect the ternary structure of the
protein, but not the covalent bonds in its backbone. However, the distribution
in kinetic energy of the background gas and the ion beam and free flight length
lead to a broadening of the collision energy distribution. Thus, when the col-
lisions are numerous and the collision energy distribution is broad, the proba-
bility of one high energy collision which is above the fragmentation threshold
is high. Furthermore the high number of collisions promote the fragmentation
due to the buildup of internal energy.

The strong underground signal in the mass-to-charge-ratio region of the
protein is due to protein fragments. Similar to the fragmentation of the poly-
mer (see section 4.2.3) the fragments of a highly charged large molecular ion
are in the same mass-to-charge-ratio region as the ion itself.
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RESULTS and DISCUSSION

ION BEAM DEPOSITION

The sole purpose of the electrospray ion beam deposition apparatus is the con-
trolled vacuum deposition of particles that otherwise cannot be brought into
the gas phase. In chapter 4 the creation and mass spectrometric analysis of ion
beams from a variety of materials is discussed. It is shown that ion beams of
ionic and non-covalently bound clusters, large organic molecules, polymers
and even proteins can be created.

In the chapters 2 and 3 the function of the deposition apparatus and the in-
volved phenomena are discussed. The ions are created by electrospray ioniza-
tion (section 2.1, page 13) and the ion beam is formed by ion-gas-interactions
(section 2.3.2, page 24). An ion beam can be mass selected (section 3.2.1,
page 52), mass-analyzed (section 2.2, page 20 and section 3.1.5, page 44) and
its energy (section 3.1.4, page 42) and focusing can be defined (section 3.1.2,
page 38 and section 3.2.2, page 56). Finally the deposition can take place in
high- or ultra high vacuum on sample holders which allow to adjust the col-
lision energy in order to achieve soft landing and to control the coverage by
measurement of the current (section 3.1.6, page 46).

In this chapter experiments on ion beam vacuum deposition of molecules
and clusters are presented. These experiments show the capabilities of the
developed ion beam apparatus. The deposition of the protein BSA shows
that soft landing even of the largest biological molecules is possible and the
structures formed by this protein on the surface is shown. The surfactant
sodium dodecyl-sulfate (SDS) is used to show that functionalities of organic
molecules are related to the structures they form in vacuum. Rhodamine, a
dye molecule, is used as a soft landing probe due to its fluorescence. With this
molecule it is shown that the soft landing ratio can be determined quantita-
tively. Finally it is demonstrated that very large nanoparticles can be ionized
highly in electrospray and deposited.
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5.1 PROTEIN DEPOSITION – BSA

Introduction

As outlined in section 4.3, page 105 proteins are very versatile molecules with
many interesting aspects to study and many applications, not to mention their
natural functions in all living beings, which cannot be matched by anything
manmade. One of the main reasons for the popularity of electrospray ioniza-
tion is the fact that it is capable of ionizing proteins without destroying them.

In section 4.3, page 105 the properties of protein ion beams created by an
electrospray source are studied by means of time-of-flight mass spectrometry.
BSA and Cytochrome c are found both to be highly positively charged. Es-
pecially the collision induced dissociation of these protein ions is studied and
it is shown that fragmentation occurs as a result of ion gas collisions when a
certain threshold value for the collision energy is exceeded.

The interest in studying proteins in the gas phase is mainly caused by the
prospect of further advancing the analytical techniques related mass spec-
trometry for biological systems. Nevertheless, proteins at surfaces offer the
possibility to use their specific functions in applications like sensors[11] and
chemical reactors or to study proteins with the available surface sensitive tech-
niques, that otherwise cannot be applied to proteins in solution.

The typical approach to deposit proteins on surfaces is solution chemistry.
Proteins are bound in some way to a solid or a soft matter surface, which is im-
mersed in an aqueous solution. The environment created by the liquid keeps
the proteins in their native state. This approach has the advantage of being
gentle with respect to the protein. The disadvantage is that such samples are
not suitable for vacuum based analytical and preparative techniques, which
often can deliver information that otherwise cannot be obtained.

Preparative mass spectrometry with soft landing is one possible approach
to bring proteins to a surface in vacuum. There exist only few examples where
proteins have successfully deposited[54, 53, 56]. All these examples show that
the soft landing technique contains a number of inherent difficulties: the soft
electrospray ionization technique with mass selection and differential pump-
ing for high vacuum is barely able to produce enough ions for deposition, the
protein ions might be intact but denatured and the biggest issue of all is the
soft landing of the protein ion beam on a substrate[66].

The goal of this section is to study the protein deposition from the view-
point of morphology of the protein, since its functionality is strictly coupled to
its structure. For this purpose BSA ion beams (as introduced in section 4.3.1,
page 106) are used as a model system for a complex functional biological ma-
terial. For the deposition experiments and morphology studies they have the
advantage of being big enough to be observed in AFM, which can be discerned
from figure 5.1.
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Figure 5.1 – BSA ribbon model. The globular protein has a size of approximately 2.5×
3.0× 10 nm sized when folded.

The effect of the ion surface interaction on the morphology of BSA is stud-
ied as a function of several parameters, such as kinetic energy, ion beam com-
position and substrate surface.

5.1.1 BSA Deposition - Morphology

BSA is a common large globular protein of mass 66500 u as introduced in sec-
tion 4.3.1, page 106. Ion beams of BSA are prepared from acidified solutions
of the molecule in methanol and water at a concentration of 1.5 M (section
3.3.3, page 60). The beams of BSA are typically very intense, up to 100 pA
have been detected in the TOF chamber for an ion beam of many different
charge states. Their kinetic energy can be tuned between 10 eV and 20 eV per
charge (see section 3.3.3, page 60) and an additional deceleration voltage can
be applied at the deposition target in order to set the collision energy to a value
well below 5 eV per charge in order to achieve soft landing.

Time-of-flight mass spectrometry is used before the deposition to investi-
gate the beam composition. Depending on the pH-value, BSA ions as pre-
pared by the ion beam deposition setup have around 25 − 65 charges per
molecule, which corresponds to a mass-to-charge-ratio of about 1000−2500 Th
(see section 4.3.1, page 106). The RF-voltage at the low pressure quadrupole
Q2 is set to VRF−Q2 = 250V in order to transmit BSA ions only and avoid the
transmission of fragments of lower mass-to-charge-ratios .

On the sample which is located in the 4th pumping stage at high vacuum a
current between 1 pA and 50 pA depending on the beam energy is measured.
For a deposition spot of 12.5 mm2 (see section 3.1.6, page 46) this corresponds
to a particle flux between 6×106 s−1 and 3×108 s−1. In the case of proteins,
which are 1−20 nm in diameter, such currents result in a duration in the order
of 1− 10 h for the deposition of a full monolayer.

Silicon samples with native SiOx surfaces and freshly cleaved HOPG is used
as deposition target (section 3.3.2, page 59). After deposition the samples are
analyzed with AFM.
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BSA on Graphite: Diffusion Limited Fractal Growth

Figure 5.2 shows AFM images of a highly oriented pyrolytic graphite (HOPG)
surface after deposition of BSA at low kinetic energy. On the HOPG surface
two dimensional fractal islands are observed. Globular objects of approxi-
mately 2 nm height and up to 30 nm diameter can be identified as single build-
ing units in the images with lowest magnification (figure 5.2[left]). The size of
the building units is compatible with that of a single BSA molecule in aqueous
solution (116 Å ×27 Å)[92, 93].

Figure 5.2 – AFM images of BSA deposited on HOPG for different coverages and mag-
nifications. Single BSA units (bright spots) form fractal agglomerations. A second layer
is formed at high coverage before the first layer is closed, which can be observed at high
magnification for high coverage.

On HOPG, the BSA molecules decorate primarily the step edges at low cov-
erage. 2-dimensional fractal clusters are not only formed at step edges but
also on terraces. Upon further growth, preferably the terraces are covered
with a 2D fractal networks, but also a beginning second layer is observed even
though the first monolayer is not finished. The brighter spots in figure 5.2
can be attributed to the growth of a second layer of BSA. In the cross sec-
tions shown in figure 5.4[left]the line scan for the high coverage sample shows
structures of 4 nm height while the graph for low coverage is limited to 2 nm.

The observed structure suggests a diffusion limited growth mode for the
system BSA on HOPG[180, 129]. Step edge decoration and fractal agglomera-
tion show that one BSA particle is mobile on the graphite surface. However,
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the mobility of an agglomeration is limited, just like the mobility of BSA, once
it is bound to a step edge. The observation of the second layer before the first
monolayer is completely closed can also be explained by the strong interac-
tion between the particles in contrast to a rather weak interaction between the
molecule and the HOPG surface.

In most cases, proteins taken from their natural environment will change
their structure. In solution, BSA is known to undergo structural changes as
a function of the pH-value. In particular for low pH, as used for the spray
solution in the present experiments, BSA unfolds partially to a string-like
molecule with four bulky centers along the string[181]. Further environmental
stress can cause an even stronger unfolding and the protein then arranges into
a random coil.

The charge states of the BSA molecules between 25 and 65 elementary
charges per molecule observed with time-of-flight mass spectrometry suggests
that the ion beam consists of folded or partially folded protein ions (see figure
4.31, [182, 183]). Nevertheless the collision with the surface induces further
stress on the molecule, which can lead to partially or complete unfolding of
the molecule.

In whatever form the BSA molecule is present at the surface does not play
a mayor role on the interaction of the molecule with each other or with the
substrate. In solution BSA is known to be a very passive molecule, because it
does not react with other proteins .

Taken out of solution the behavior can be assumed to be different. The for-
merly solvated hydrophobic shell of the protein is in an energetically unfavor-
able state in vacuum. The same is true for a partially or completely unfolded
BSA. This is causing a substantial interaction with other BSA molecules and
with the substrate surface. This interaction is not strong enough to prevent the
monomer from being mobile at all, but it inhibits the motion at least of bigger
agglomerations. These nucleation conditions are very similar to those defin-
ing the diffusion-limited-aggregation growth[180]. In fact, the fractal shape of
the BSA-clusters appears to be similar to aggregates formed under these con-
ditions in various surface-supported atomic and molecular systems[129, 111].

Since it is not very likely for a protein to fold back to its native structure
in presence of an inorganic surface and obviously impossible for a fragment,
it is reasonable to expect that both unfolded and intact BSA molecules are
present on the surface as random coils. Since BSA does not show any specific
chemical binding site with each other, its binding properties with other BSA,
the surface or a random coil are not dependent on its folding state. The ob-
served structures therefore can originate from both folded or unfolded BSA
or even from a mixture of them. This conclusion accords very well with the
observation that, independently of their size, the building units in the fractal
agglomerations appear non-uniform.
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BSA on Silicon: Random Growth

The results of the deposition of BSA ions at low energy on SiOx substrates
is distinctly different from the result for HOPG. No ordering whatsoever is
observed. The roughness of the surface has increased from 0.5 nm typical
for a native silicon surface to a value of 2.5 nm. This indicates sub mono-
layer coverage of the SiOx with BSA molecules. The roughness results from
a random distribution of the particles of the same size as already found on
graphite. Since no ordering of the BSA molecules occurs, the single particle
is not clearly distinguishable in AFM.

Some single BSA particles are identified as isolated bright spots, best seen
in figure 5.3[right]for the highest magnification. Their size is similar to the
building units of the fractal agglomerations found in the HOPG experiments.
This supports the conclusion that the same BSA particles are present on both
SiOx and HPOPG substrates after ion beam deposition. Assuming that same
size means same folding state and same mass, that observation also suggests
soft landing deposition.

Figure 5.3 – AFM images of a silicon surface after ion beam deposition with BSA ions
at 5 eV. The single bright spots correspond to BSA particles.

No larger agglomerations of particles are found on the silicon surface in
contrast to HOPG. The reason for this is the different nature of the surface.
The chemically more active silicon surface offers many pinning sites in form
of defects, but also simply due to its amorphous nature [112, 184]. Moreover
the polar surface interacts strongly with the BSA molecules, which lead to
less diffusion in contrast to BSA.

5.1.2 Soft and Hard Landing of Large Protein Ions

Introduction and Experimental Details

The morphologies found for the low energy deposition of BSA on SiOx and
graphite might suggest that the spherical particles found are in fact intact BSA
proteins, yet they do not prove it. The deposition of proteins, when done
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in order to employ their unique functionality only makes sense, when soft
landing can be ensured.

To address the question whether the BSA deposition process can be con-
sidered as soft landing, further experiments are performed in order to gain
more information of the dependence of the morphology on the deposition
energy (see section 2.3.3, page 31). In particular, deposition experiments on
HOPG surfaces are carried out as a function of the beam energy in the range
of 0.5 − 65 eV per charge. At the highest collision energies the fragmentation
of the protein ions due to surface induced dissociation has to be expected.
For comparison a BSA fragment beam is intentionally created by collision
induced dissociation and deposited at soft landing energies.

Figure 5.4 – AFM images and cross sections of HOPG surfaces after BSA deposition.
[left] low energy BSA [middle] deposition at high energies [right] fragment
deposition at low energies. In all cases fractal growth is observed. The building units of
the high energy deposition and the fragment deposition are distinctly smaller than the soft
landed BSA particles.

The beams at different ion energies are prepared under conditions identical
to those in section 5.1.1, page 113. At the highest energies, because of the better
collimation, deposition currents as high as 60 pA are measured. The fragment
beam is prepared by applying 350 V to the fragmentor electrode and by mass
selecting the resulting beam in the low pressure quadrupole Q2. Only the
ions between 0 Th and 1000 Th, which correspond to BSA fragments, pass the
quadrupole. Due to the mass selection, the current at the sample is reduced to
8 pA and accordingly longer deposition times (up to 3 h) are employed.

Results and Discussion

The results obtained for the intact ion beams with energies lower than 15 eV
are identical to those shown in section 5.1.1, page 113. The situation is different
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for the high energy (65 eV) and the fragment ions. The corresponding surface
morphologies are depicted in figure 5.4 middle and right, respectively, the
low energy case is displayed on the left. At a first sight, the AFM images show
the same fractal agglomerations of BSA on HOPG at low energies. The only
evident difference are the additional structures with diameters up to 100 nm
for the high energy deposition.

Nevertheless, a detailed quantitative analysis shows that the fractal islands
in figure 5.4[middle][right]actually differ in height from the soft landed BSA.
The building units of the structures shown in figure 5.4[left]have a height of
1.8±0.3 nm, while those obtained from the fragment beam are only 0.8±0.1 nm
high.

This smaller size is clearly due to the reduced mass of the fragments in re-
spect to the intact BSA proteins. As a consequence, the height of 1.2 ± 0.3 nm
measured for the structures formed by depositing 65 eV ions becomes an in-
dication that energetic particle-surface collisions induce partial fragmentation
of BSA. The observation that for lower deposition energies no fragmentation
is taking place agrees well with similar results reported in literature[53, 54].

The collision energies at the onset of fragmentation in ion-gas and ion-surface-
collisions though can only compared by magnitude of order at best, since it is
not know, which fraction of the collision energy is taken up by the surface, and
which by the molecules (section 2.3.3, page 31). Especially large molecules like
proteins with many degrees of freedom can store a large amount of internal
energy before a bond is broken.

The observation of a common fractal growth mechanism is observed in the
deposition experiments that produce building units of different sizes (low en-
ergy, high energy and fragment beam), implies that the particle-particle and
the particle-substrate interactions are weakly dependent on the particle size.
This could happen if the BSA proteins and their fragments are denatured and
assume a random coil conformation.

In summary the protein BSA has been deposited successfully from low en-
ergy ion beams on solid surfaces in vacuum. Depending on the substrate the
protein is found to have a limited or no mobility on the surface, which results
in diffusion limited aggregation on HOPG and random thin films on proteins
on SiOx substrates.

Soft landing of the protein is achieved for kinetic energies of up to 15 eV per
charge. This evidence is found in the size of the single building unit of the
fractal agglomeration of BSA on graphite. For high collision energies and for
fragment deposition small particles are found in contrast to big particles for
the low energy deposition. The values found for the soft landing energy fit
with the values published for similar protein deposition experiments.
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5.2 DEPOSITION OF AMPHOPHILIC SALTS

Introduction

The name surfactant is derived from the term surface active agent and is used
for a group of molecules that show strong effects on wetting and surface ten-
sion. Such molecules consist of two parts. The hydrophilic part likes to be
in contact with water, while the hydrophobic or lipophilic part does not. It
is this double functionality named amphophilic that lead to the characteris-
tic behavior. Surfactants have a low surface energy which is why they form
large interfaces. Due to hydrophobic-hydrophilic interaction they also tend
to populate interfaces.

The interaction of amphophilic molecules and water results in a variety of
complex structures. At a certain concentration micelles are formed in which
few surfactant molecules are arranged in a spheres with the hydrophobic part
inside the sphere preventing the hydrophobic part from being solvated by wa-
ter. With growing concentration the structures get more complex: double lay-
ers are formed at interfaces, vesicles can be formed in solution, finally stacks
of surfactant double layer tubular and other structures with a huge interface
area can be observed[185, 186], which underlines how big the effect can be that
is merely caused by a double functionality in a molecule.

The Hydrophobic-Hydrophilic Effect

The hydrophobic-hydrophilic effect is driven by the gain in entropy for the
water molecules, due to the fact that the hydrophobic tails of sodium dodecyl
sulfate SDS molecules do not need to be solvated, when they are in contact
with a surface or incorporated in a micelle or a double layer[187]. The reason is
that the solvation energy of the hydrophobic tail of an amphophilic molecule
in water would not compensate the energy loss through the increased entropy
of the water. Therefore the ordering of surfactant molecules at an interface
is attributed to what appears like a repulsive force between the hydrophobic
part of the surfactant molecule and the water. This force is not due to any
electromagnetic interaction but purely present due to gain in entropy in the
water since it has especially strong intermolecular bonds.

A great number of other molecules ranging from small ones like SDS to big
proteins like the Hydrophobin protein show properties related to the hydro-
phobic-hydrophilic effect[188]. This interface effect has an enormous impor-
tance especially in many biological processes including formation of biological
membranes from lipids and the folding of proteins[142].
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Properties and Applications of SDS

Ionic surfactants such as sodium dodecyl sulfate (SDS, C12H25SO4Na, 288.38 u,
Sigma Aldrich L4390) have a wide range of important applications in science
and technology, for example for cleaning, as emulgators, as wetting agents, for
surface passivation or as lubricants.

In particular SDS is very important in biochemistry due to its application
in the SDS-PAGE (PolyAcrylamide Gel Electrophoresis) separation technique.
Here SDS is used to solvate especially insoluble proteins and to stabilize all
types of proteins in their denatured form, which makes the separation inde-
pendent from the specific protein properties but only dependent on their size.
Another popular application of SDS is the dispersion of otherwise insoluble
nanoparticles like carbon nanotubes in aqueous solutions[186]. Both applica-
tions make use of the hydrophobic-hydrophilic interactions.

Due to its wide range of applications, SDS is useful as a model system for
amphophilic molecules in order to study the film growth of surfactants on
different substrates under high vacuum conditions and compare it to the film
growth observed in solution. It is shown in section 4.1.3, page 74, that a SDS
cluster ion beam can be created using electrospray ionization.

In order to study the film growth of a surfactant in vacuum, an SDS ion
beam is landed on HOPG and SiOx substrates, which are analyzed by ex-situ
AFM measurements under ambient conditions (section 3.4.1, page 64). The re-
sults are compared to samples created by solution casting of SDS on equiva-
lent surfaces. The difference from the solution cast samples is, that the growth
process of the SDS thin films in vacuum takes place without water, which
plays a crucial role in the formation of surfactant structures due to its role in
hydrophobic-hydrophilic interactions. Therefore it is expected that the mor-
phology of the SDS films reacts to this change of environment.

In addition, the role of the surface on the growth of SDS in vacuum is inves-
tigated by introducing two different substrates with distinctly different prop-
erties. SiOx is known to be moderately hydrophilic, while HOPG has a very
hydrophobic surface.

5.2.1 Ion Beam Deposition of SDS

Solutions of SDS are prepared of 50 % water and 50 % methanol at a concen-
tration of 1 mg/ml. The ion beam is generated either using the pneumatically
assisted orthogonal spray at flow rates of 2 ml/h or the off line nanospray in-
terface operating at approximately 10 ul/h. A typical mass spectra obtained is
shown and discussed in section 4.1.3, page 74. The ion beam consists of clus-
ters of many SDS molecules with one or two excess Na+ as charge carriers
per cluster. For the deposition experiments the ion beam is limited to single
charged clusters by applying high fragmentor voltages.
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The mass-to-charge-ratio range for deposition is set using the quadrupole
Q2. The large clusters of SDS require transmission only above 311 Th which
is the mass-to-charge-ratio of the smallest SDS ion. The mass range for de-
position is therefore set from 250 Th to 4000 Th, which helps to avoid the con-
tamination with small ions. This mass range can be selected using the RF-only
mode. At 2 MHz the applied RF-voltage is 350 V. The adjustment of the mass
range is monitored in the time-of-flight mass spectrometer prior to deposition.

The ion beam is adjusted according to the deposition procedure described
in section 3.3.5, page 63. The kinetic energy of the SDS beam is typically in
the range of 20± 2.5 eV per charge. In order to achieve soft landing conditions
a deceleration voltage of +15V is applied to the sample, which limits the colli-
sion energy to 5.0± 2.5 eV per charge. The sample is placed slightly off-axis to
avoid the contamination of the sample by neutral particles or droplets in the
beam. The steering plates are used to bend the beam onto the sample (section
3.3.5, page 63).

SDS is deposited on HOPG and SiOx surfaces. The samples are prepared
for deposition as described in section 3.3.2, page 59. Currents of 10−20 pA are
measured on the sample during deposition. A charge of 40 pAh is accumu-
lated, which leads to deposition durations between 4 and 2 hours depending
on the current. In order to ensure that the conditions have been stable through
the experiment, the ion beam composition is remeasured with mass spectrom-
etry after the deposition. Finally the sample is transferred in the loadlock and
taken out of the vacuum chamber for further analysis.

The morphology of the surface after deposition is analyzed by ex-situ AFM
under ambient conditions (see section 3.4.1, page 64). To ensure that no droplets
have been deposited, the surface is additionally analyzed by optical microscopy
as described in section 3.3.5, page 63. In order to test the stability of the SDS
film deposited by the ion beam, the samples are remeasured with the AFM
after a few days left in air.

Reference samples are prepared by immersing SiOx substrates in a concen-
trated SDS solution for a short time and subsequently blow dried. For the
comparison with the samples prepared by ion beam deposition, AFM images
are taken.

5.2.2 Morphology of SDS Islands Fabricated by Ion Beam
Deposition

SDS on Native Silicon Oxide (SiOx)

The deposition of 40 pAh singly charged SDS clusters of 250 − 4000 u mass
onto a substrate area 10 mm2 results in submonolayer coverage of 10−25 %, as
observed by AFM (figure 5.5). This experimental value for the coverage com-
plies with the estimation calculated from the deposited charge using equation
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(3.7) (section 3.7, page 63) and assuming a rough average of 5 molecules per
cluster which corresponds to the average cluster size in the mass spectra.

Flat islands of nearly round shape and uniform height are found to cover the
surface. Their diameter is in the range of 50− 150 nm and they are distributed
homogenously across the surface. The distance between islands varies be-
tween 20 nm and 100 nm. A cross section through one of the islands is shown
in figure 5.5 [middle]. Its height is 2.0±0.4 nm. This agrees well with the value
found for averaging over many islands.

Figure 5.5 – Islands of a submonolayer of SDS on a SiOx surface. [left] As deposited.
[right] 2 days after deposition. [middle] The upper cross section belongs to the sample
as deposited, the lower to the same sample stored in air for 2 days.The island height is
constant, but the size of the islands has increased. Note the different scalebar in the two
AFM images.

The aged sample in figure 5.5[right]is covered with a submonolayer of ma-
terial. The islands still have the height and coverage, but their morphology
has changed. The size of the islands has grown to a diameter of 1 µm and
the distance and density of the islands have both decreased accordingly. Few
small islands are still observed but with increased distance to each other.

Figure 5.6 – AFM images (two magnifications) SDS on a SiOx substrate prepared by
the solution cast method. Flat islands of 3.2± 0.3 nm height are found.

The reference samples SDS on SiOx prepared by solution casting show a
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similar morphology of the submonolayer surfactant film (see figure 5.6). An is-
land height of 3.2±0.3 nm is found in average, which is about 1 nm higher than
for the ion beam coated samples. In general the height, coverage and island
shape of samples created by liquid deposition differs depending on parame-
ters like solvent mixture, immersion time or temperature. However, heights
of two nanometers as in the samples prepared in vacuum are not observed for
films casted from solution.

The deposition of SDS on SiOx results in two dimensional (2D) film growth
for the first monolayer, both in the case of ion beam deposition and solution
casting.

The film deposited by the ion beam has a thickness of 2.0±0.4 nm either be-
fore or after ageing. This height corresponds to the length of the SDS molecule
which is 1.8±0.3 nm in a ball-stick model. In AFM flat islands with steep edges
can be observed. This indicates that the molecules are ordered perpendicular
to the surface and thus form a monolayer. In contrast, if the molecules were
ordered in parallel to the substrate surface, the islands would not be expected
to be flat and would not have steep edges.

The reference samples made from solution show thicker islands. Films of
surfactants prepared from solution are known to be double layers[187, 142].
Due to the hydrophilic-hydrophobic interaction the surfactant molecules tend
to organize in a way that their hydrophobic part is inside the double layer
while the hydrophilic head forms the interface with the water[189]. In general
the thickness of these films is not twice the length of the molecules they are
made of. Bent, tilted or interlocked arrangements can lead to thinner films.

Due to change in the strength of the intramolecular interactions at a phase
boundary also monomolecular films can be formed by surfactants. For exam-
ple at the air-water interface surfactant molecules arrange with the hydropho-
bic part in air and the hydrophilic part in the water and thus form a single
molecular layer[189]. In order to further clarify the influence of the solvent and
the surface used for the film growth of surfactants in vacuum, more experi-
mental data is needed, for instance the variation of the surface on which the
molecules are deposited.

SDS on Graphite

Figure 5.7 shows the results of the ion beam deposition of SDS on a HOPG
surface. The height of the SDS islands on HOPG is found to be between
4.0± 0.1 nm which corresponds to twice the length of the SDS molecule. The
surface area occupied by each island agrees with SDS deposited on SiOx, the
shape in contrast is elongated with straight edges, some of which are parallel.

For many neighboring islands a common preferential orientation of 60 ◦ or
120 ◦ between their straight edges can be found. Such an arrangement cor-
responds to six fold symmetry. The elongated shape of the islands and the
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frequent observation of the angles 60 ◦ and 120 ◦ between edges indicates that
the morphology of SDS on a graphite surface is influenced by the crystallinity
of the substrate.

Figure 5.7 – SDS ion beam deposited on HOPG. Islands of 4 nm height are found besides
smaller, but higher features. Most of the islands are frequently observed, often have parallel
edges and the angles of 60 ◦ and 120 ◦ are observed between their edges.

Besides the large flat islands also a second type is found which appears
round and is much larger in height (7.5 nm). These islands have a diameter
of (≈ 50 nm), but due to tip convolution in AFM it is possible that they are in
fact much smaller.

5.2.3 Growth Mechanism of SDS in Vacuum

The respective height of the SDS films measured on SiOx and HOPG after
ion beam or solution deposition are summarized in figure 5.8 together with
models that propose a molecular arrangement which resembles the measured
heights.

For ion beam as well as liquid deposition compact islands are observed
independent from the substrate. Therefore it can be assumed that the SDS
molecules are highly mobile on the surface in vacuum, in air and in the solu-
tion at room temperature. Even though the molecules are mobile on the sur-
face, agglomerations of SDS are formed due to interactions of mobile particles
among each other and with the substrate.

Mobile particles are crucial for the formation of agglomerations. In contrast
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to SDS, the large BSA molecules, which have similar properties, due to their
high mass, only show limited mobility on HOPG and no mobility on SiOx and
thus form ramified islands on HOPG and no ordered arrangements on SiOx

(section 5.1, page 112).

Figure 5.8 – Molecular models for the SDS films on SiOx and on HOPG grown by ion
beam deposition (IBD) on SiOx and HOPG. [top right] Model of SDS on SiOx grown
by liquid deposition. [bottom right] Space filling model of the SDS molecule.

A layered arrangement is an energy minimum for amphophilic molecules
like SDS in an aqueous environment at a hydrophilic surface.

The sodium sulfate groups, being the hydrophilic part of the molecule, like
to be solvated by water or bound to a polar surface, such as SiOx. On the
other hand the solvation of the hydrophobic tails is energetically more unfa-
vorable than an arrangement in which the alkyl chains are directed away from
both, the hydrophilic substrate as well as the hydrophilic solvent. Such an ar-
rangement is given for example if the alkyl chains of the SDS molecules are
embedded inside a molecular double layer[189].

In vacuum the solvent which leads to the formation of a bilayer of the SDS
molecules on the SiOx is missing. Here layered islands of a smaller thickness
are observed.

Due to the absence of water, the hydrophobic-hydrophilic interaction is not
present. The hydrophobic tails of SDS do not need to be solvated, which
means that there is no virtual force due to the entropy of water. Two alkyl
chains thus can only interact steric and by van-der-Waals forces[148], which are
weak compared with the other forces involved. The formation of the agglom-
erations has to be explained by ionic interactions between the sodium sulfate
heads with each other and the substrate. These two interactions together bind
the molecules within an agglomeration and thus lower the diffusion rate of
the molecules.

The position and orientation that a SDS molecule would take within an
agglomeration at a surface can be estimated by the comparison of the available
sites in terms of attractiveness to the molecule. Since the sodium sulfate group
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is ionically bound, it is favorable for two SDS molecules if they can bring these
groups close to each other. It is also favorable if the ionic head can be close to
a polar surface (SiOx), while its position relative to a non polar surface as for
example HOPG is not important.

When these rules are applied to the growth of SDS in vacuum, the 2D
growth on a surface can be reconstructed. A single SDS molecule on a SiOx

surface will bind with the sodium sulfate group to the polar silicon surface,
while on graphite the orientation of the molecule will be random, because the
molecule-surface-interaction is much weaker. If more molecules arrive they
will find favorable sites on both surfaces close to other SDS molecules due
to the strong ionic interaction between the sodium sulfate groups, which is
the reason why agglomerations of SDS molecules are formed. Favorable posi-
tions for incoming molecules at an existing island are marked in the schemes
in figure 5.8 .

During the growth of the first monolayer of SDS on silicon all molecules
interact strongly with the SiOx surface. This force is strongly attractive so that
all molecules will stick with the sodium sulfate group to the surface. With
growing size the alkyl chains will have to align due to the steric hindering
with neighboring molecules and due to van-der-Waals forces.

On HOPG the attraction between the molecule and the surface is much
weaker. Here, the agglomeration of the molecules is driven by the ionic at-
traction between the sodium-sulfate groups, which is stronger than the inter-
action between the molecules and the HOPG. The sodium sulfate groups can
thus overcome the sticking to the HOPG surface in order to offer more bind-
ing sites for other SDS molecules. This leads to the growth of globular clusters
such as the ones shown in figure 5.7. Moreover the formation of small clusters
on graphite that initiates further growth might not be necessary, since SDS
clusters and not single molecules are deposited by the ion beam.

Upon further growth of such clusters it is more favorable to form two di-
mensional agglomerations. This is an instability driven process. Once a larger
cluster is deformed, it will relax into 1D and finally 2D double layer arrange-
ments in order to incorporate more molecules. The layered structures of 4 nm
thickness on graphite can be associated with the double layers, while the ob-
served structures of 7.5 nm height correspond to globular SDS clusters at the
surface.

These clusters are excited upon incident at the surface with collision en-
ergies in the hyperthermic range, which might lead to their destruction but
also to enhanced rearrangement. In general, the hyperthermic kinetic ener-
gies are high enough to be considered as equivalent to a thermal treatment of
the sample when released upon collision[190]. On the other hand the changes
in morphology of the aged samples shows that the diffusion of SDS at room
temperature is high enough to lead to the rearrangement of the islands, which
is why the influence of hyperthermic energies cannot be proven.
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The effect that even though no solvent is present, surfactant films can be
formed in vacuum is explained by the growth model presented. It only as-
sumes ionic interaction of the sodium sulfate groups, steric interaction and
weak van-der-Waals attraction of the alkyl chains and attractive interaction of
molecules and substrate. In contrast the film growth of SDS in water is totally
determined by the hydrophobic-hydrophilic interaction.

The difference from the growth of BSA is in fact only given by the diffu-
sion limitation of the large particle in contrast to the fast diffusion of the small
molecules. Even since the results show that the layer formation of a surfactant
is not dependent on the presence of a solvent, the direct proof of the growth
mechanism in vacuum is missing, which could be provided by temperature
dependent measurements in order to investigate the evolution of the islands
during growth.

5.3 DYE MOLECULE DEPOSITION – RHODAMINE

5.3.1 Introduction

A material that emits light after it is excited is called luminescent, if the excita-
tion is done by a photon it is called photoluminescent and if the time constant
is high it is fluorescent [154]. Fluorescence is found in many materials from
single atoms [191, 153] to proteins [192]. Particularly dyes, a class of organic
molecules, are widely used as probes due to their characteristic fluorescence
[150]. Fluorescence microscopy for instance enables to investigate sensitive bi-
ological systems non invasively by light. Fluorescently marked molecules can
be identified by their emission wavelength[150].

Highly sensitive methods that employ fluorescence are able to identify a sin-
gle fluorescent molecule by its specific spectrum[193]. Such methods are espe-
cially sensitive to chemical changes and to the environment of the molecules.
The identification capability of fluorescence spectroscopy here depends on the
width of the spectral features, which is mainly limited by thermal broaden-
ing. At room temperature fluorescence emission is characterized by relatively
broad spectral features limiting the resolving capability. Nevertheless, dyes of
different colors can be distinguished and transitions due to chemical reactions
can be observed.

Organic dye molecules exist in many different sizes with many different ex-
citation and emission bands. Their special properties like sensitivity to chem-
ical changes and detectability in small concentrations make them interesting
probes to investigate the effect of molecular ion beam soft landing.

Soft landing of molecules on solid surfaces in vacuum is reported for a
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few systems mostly related to preparational mass spectrometry[105]. In or-
der to produce arrays of biologically active substances mass selected enzymes
and peptides are deposited at energies of 5 − 15 eV on liquid surfaces in vac-
uum[54, 53, 62, 56]. Smaller molecules have been proven to be soft landed by
mass spectrometric techniques on self assembled monolayers[107, 58] or on bare
metal surfaces[61, 106, 52, 194].

One study by Turecek et.al[110] investigates is the soft landing of fluores-
cently labeled peptides from intense electrospray ion beams deposited at
10−3 mbar on plasma treated stainless steel surface at an energy of 5 eV per
charge. The substrates are rinsed after deposition and the molecules or at
least the fluorescent labels are detected in solution by fluorescent spectroscopy,
which indicates soft landing .

The study presented here for the first time investigates soft landing of molec-
ular ion beams in high vacuum directly on the deposition substrate employ-
ing fluorescent molecules. This is done using Rhodamine 6G (Rho6G) dye
molecules as probes for soft landing of ion molecular beams on solid surfaces.
Rhodamine has a very high quantum efficiency and can be identified by its flu-
orescent spectrum and its typical decay of intensity due to bleaching.[150, 195]

The question whether the molecules are intact after a collision with a surface
at hyperthermic energies can be answered by fluorescence spectroscopy. Soft
landing has occurred, when the characteristic emission and bleaching of Rho-
damine molecules is detected on the Si/SiOx substrates on which the molecu-
lar ion beam has been deposited.

The soft landing ratio is directly coupled to the fluorescence intensity. The
amount of inelastically scattered light is proportional to the number of excited
molecules and thus to the coverage, if thin films are considered. Since mi-
nor chemical modifications like the cleavage of a sidegroup result in a change
in the emission spectrum or in the loss of the fluorescence property, the net
intensity reflects only the coverage of intact molecules.

The use of a confocal microscope coupled to the optical spectrometer en-
ables the spatially resolved analysis of the deposition spot. The distribution
of the fluorescence signal can give insight in the homogeneity of the coverage
achieved by the deposition, since the intensity is proportional to the amount
of soft landed material.

In order to confirm the deposition of Rhodamine by ion beam soft landing
besides the optical methods time-of-flight secondary ion mass spectrometry
(TOF-SIMS) is employed. This method is an extremely sensitive way to detect
the chemical composition at a surface and has been proven to be able to detect
whole molecules (see section 3.4.3, page 65).
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5.3.2 Deposition of Rhodamine Ions Beams

The deposition experiment with Rhodamine 6G is done in the fourth pumping
stage at 10−7 mbar using the single and the 6-fold sample holder (see section
3.1.6, page 46). The preparation of ion beams of intact Rhodamine molecules
for deposition is done equivalent to section 4.2.1, page 82. Beams of intact
Rho6G+ are characterized by a single peak at 443 Th in the mass spectrum.

All deposition experiments are done on thin films of 200 nm SiOx on Si sub-
strates in order to avoid quenching of the fluorescence at a conductive surface
(see section 3.3.2, page 59 for details). The deposition follows the procedure
described in section 3.3.5, page 63, with ion beams optimized as described in
section 3.3.3, page 60. For the deposition of Rhodamine kinetic energies of
10− 20 eV are used. The sample holder is positioned slightly off-axis in order
to avoid the contamination with neutral particles or droplets. The ion beam is
adjusted every 10− 20 min in order to maintain a high deposition current.

After deposition the samples are removed from the vacuum chamber for
further analysis by optical microscopy, AFM (section 3.4.1, page 64), fluores-
cence spectroscopy (section 3.4.2, page 65) and TOF-SIMS. The performed de-
position experiments are summarized in table 5.1 and the deposition param-
eter are given. All samples are measured shortly after deposition and again
after a few months. In the fluorescence spectra measured at different times no
difference is found.

Before fluorescence spectroscopy and SIMS measurements are performed,
all samples are controlled by optical microscopy and AFM measurements in
order to exclude droplet deposition of ill defined ion beams. If droplets have
been deposited, ring structures with diameters of 100 nm to 10 µm and heights
of several 10 nm are observed. These rings are attributed to the dried remain-
ders of droplets. In contrast a SiOx surface on which only gas phase ions have
been deposited shows increased roughness or structures on nanometer length
scale, depending on the size of the deposited objects.

5.3.3 Fluorescence Spectroscopy

The fluorescence spectroscopy is done using a confocal microscope to position
a laser beam on the sample and a grid spectrometer to detect the light emit-
ted from this point (see section 3.4.2, page 65). Figure 5.9 shows the results
typical for a SiOx/Si substrate on which a Rhodamine 6G ion beam has been
deposited. The left panel displays the optical spectra as they are measured.
Several spectra measured subsequently for 100 ms with intervals of 5 s show
the decrease in intensity of the fluorescence signal due to bleaching, while the
elastically scattered light is detected with constant intensity.

A notch filter before the spectrometer diminishes the intensity in a narrow
spectral band around the excitation wavelength. The central peak at 488 nm
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appears reduced by several orders of magnitude. As the effective spectral
width of the notch filter is less than the width of the Rayleigh component,
secondary maxima in the spectral intensity appear in the flanks of it, where
the notch filer’s transmission approaches unity.

Figure 5.9 – Fluorescence spectroscopy measurements of Rhodamine 6G on Si/SiOx de-
posited by ion beams. [left] The fluorescent spectra contain supressed peaks due to
Rayleigh scattering (488 nm) and the broad fluorescent peak around 540 nm. [mid-

dle] The integrated intensity shows that the fluorescent yield is reduced with time due to
bleaching. [right] The fluorescent intensity across two different samples with high and
low coverage is homogenous.

Towards lower photon energies, the characteristic broad signature of the
fluorescence emission from Rho6G is detected between 500 nm and 700 nm.
As described in literature and confirmed by solution cast reference samples, it
consists of a single, asymmetric peak with a maximum intensity near 540 nm.
In contrast to the laser peak, whose intensity remains stable for successively
recorded spectra, the fluorescence intensity decreases due to bleaching.

The middle graph in figure 5.9 displays the time dependence of the intensity
integrated over the spectral region indicated in the left panel. The bleaching
curves can be fitted with an exponential decay and a time constant is derived.
For similarly prepared samples these time constants should be reproducible
and indeed half-life periods of 5 ± 1 s are found for all samples. The same
times are measured for reference samples made by solution casting and for
aged ion beam deposited samples.

A movable sample stage is employed to study the uniformity of the depo-
sition spot in the confocal microscope. The sample is scanned at a stepwidth
of 0.1 mm per point. The intensity for each spot of 1 µm2 is calculated by in-
tegration of a spectrum which is acquired for 5 s. The result of such scans is
displayed in figure 5.9 [right]for two different coverages.

The diameter of the deposition spot used in this experiment was defined by
an aperture of 3.5 mm diameter. The scan across the sample reveals a fluores-
cent spot of approximately 4 mm diameter for all samples. Within this area a
homogenous plateau of (0.7 − 4.0 mm) is observed. It is delimited by steep
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Energy Current Duration Charge rel. Fluor. int. rel. Charge

(eV) (pA) (min) (pAh)

12 0.5− 2.0 84 1.3 0.87 0.89

12 1.0− 1.7 70 1.2 0.8 0.63

12 6.0− 2.2 20 1.5 1.00 1.00

12 0.8 10 0.13 0.09 0.08

18 12− 9 60 10

10 2− 3 270 11.3

Table 5.1 – Summarized deposition experiments with Rhodamine 6G. The amount of
deposited material is given by the charge and can be compared to the fluorescent intensity.

edges (0.3 − 0.7 mm and 4.0 − 4.4 mm). For lower coverages essentially the
same features are found, only scaled down in intensity (e.g. by a factor of 10
in figure 5.9 [right]).

As a consequence of the homogeneity in intensity across the deposition spot,
samples measured under the same conditions (laser power, focal spot size,
etc.) can be compared in terms of fluorescence intensity quantitatively. Ta-
ble 5.1 displays the relative fluorescence intensity for four samples measured
under the same conditions in relation to the amount of material deposited by
the ion beam. Charges between 1.5 pAh and 0.13 pAh have been deposited.
The fluorescence intensity for all samples is homogenous across the deposi-
tion area. The relative fluorescent intensities compared with the amount of
deposited dye molecules shows the proportionality of intensity and coverage
for soft landing deposition, which confirms the quantitative nature of the flu-
orescence spectroscopy method.

5.3.4 TOF-SIMS Detection of Intact Molecules

In order to prove the presence of the intact molecule besides fluorescence, sec-
ondary ion mass spectrometry with a time-of-flight mass spectrometer (TOF-
SIMS) is employed. SIMS has been proven to be capable to ionize organic
molecules of mass 200 u at a surface using a 15 keV Ga+ beam[52, 58]. Besides
fragments also the intact molecule has been detected in those experiments.

The experiments presented here are performed on the SiOx/Si samples that
were irradiated with 4.5 pAh Rho6G ions at 18 eV. The static TOF-SIMS mea-
surements are done according to the details given in section 3.4.3, page 65.
A Ga+ beam at 15 keV is used as only primary ion beam in the static mode.
Spectra are collected for 500 s.

Figure 5.10 shows a mass spectrum obtained by the SIMS measurements. In
the low mass-to-charge-ratio range peaks related to the substrate (Si: 28 Th)
and to contaminations (CH3: 15 Th, SiO: 45 Th) are detected. The peaks at
443 Th, 415 Th and 387 Th can be attributed to the Rhodamine molecules ion-
ized by the Ga+ bombardment. The same peaks are observed in the ESI-TOF of
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Figure 5.10 – Static TOF-SIMS mass spectrum of a Rhodamine 6G deposited on SiO2

with an energy of 18 eV. The peaks at 443 Th,415 Th and 387 Th can be attributed to
Rho6G and the fragments with one and two missing ethyl groups.

the ion beam deposition setup (see section 4.2.1, page 82). The peak at 443 Th
belongs to the Rho+ ion. At 415 Th and 387 Th Rhodamine fragments are
observed in TOF-SIMS, identical to the first two intense fragments created by
nozzle skimmer fragmentation observed in the ESI-TOF-MS .

Additional intense Rhodamine fragment peaks are not detected. Instead
starting from 370 Th towards lower mass-to-charge-ratio a rising background
of organic fragments is observed, which is typical for secondary ions of or-
ganic molecules[106]. This background can be resolved into peaks, at least one
for each integer mass-to-charge-ratio , where maxima are identified with a
periodicity of 14 − 16 Th typical for organic fragments. The intensity of the
background peaks in between is 30− 80 % of the adjacent maxima.

In contrast to the background Rhodamine and its fragments at 443, 415 and
387 Th stand out from the background fragments that are detected between
them. Moreover the periodicity of 15 Th is less evident.

The presence of the three intense peaks at 443 Th, 415 Th and 387 Th sug-
gests that they originate from a different fragmentation mechanism than the
background peaks for the mass-to-charge-ratios lower than 370 Th. Therefore
they are related to particles that are present at the surface and ionized intact,
while the fragments of mass-to-charge-ratio lower than 370 Th relate to frag-
ments created by the bombardment with the Ga+ ions. The TOF-SIMS mass
spectrometric measurements for the Rhodamine deposited at 18 eV thus indi-
cate that part of the Rhodamine ion beam is soft landed, while another part
fragments due to surface induced dissociation, and is not deposited as frag-
ment or 415 Th of 387 Th.

Since the SIMS ionization by high energy ions is very intense and strongly
dependent on the secondary particles chemistry, the abundance of the molecules
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found in the mass spectrum does not reflect the actual amount present on the
surface precisely. Especially for molecules fragmentation occurs, therefore the
abundance of the peaks at 415 Th and 387 Th is partially created by Ga+ bom-
bardment.

Nevertheless, compared with the background that is certainly related to
fragmentation induced by the Ga+ irradiation, the height of the fragment
peaks at 415 Th and 387 Th is to big. Thus the major part of the intensity of
these peaks has to be related to the Rhodamine and its fragments deposited
from the electrospray ion beam.

The abundance ratio of 415 Th to 443 Th in a Rho6G+ deposition beam at
200 V fragmentor voltage is approximately 1 : 100. Thus also the contam-
ination by fragments in the deposition beam is excluded as source for the
fragments at 415 Th and 387 Th found in TOF-SIMS. Therefore it is concluded
that the ratio between the Rho6G peak and the fragment peaks at 415 Th and
387 Th in fact reflects ratio of surface induced dissociation of Rhodamine on
SiOx at 18 eV incidence energy. Taking into account the many error sources of
the measurements, this means the soft landing ratio is approximately 50 %.

5.3.5 Conclusions

The characteristic fluorescence signal which is emitted from the sample sur-
face after the deposition of Rhodamine 6G proves that a substantial amount of
the molecules is intact and present at the surface. It is shown that soft landing
of Rhodamine is possible for energies up to 20 eV.

From the abundances of the Rhodamine and its fragments in TOF-SIMS
mass spectra, a soft landing ratio of approximately 0.5 is derived, which sug-
gests that also for energies higher than 20 eV soft landing could be observed.
Compared with the energy of a chemical bond in an organic molecule of 1 −
3 eV this result shows that the energy of the collision is distributed between
Rhodamine and the surface in a way which avoids chemical alteration of the
molecules in 50 % of the cases.

Additionally for deposition energies of 10 − 20 eV the half life time of the
bleaching is found to be the same for the reference and for the ion beam de-
posited samples. This confirms that the molecules are not chemically modi-
fied or in an excited or unstable state after they have been deposited from the
ion beam. The reproducibility of the fluorescence detection even after several
months further supports this conclusion.

Spacial homogenous deposition over a spot size of 10 mm2 is confirmed by
scanning measurements with the fluorescence spectrometer. This homogene-
ity shows that the used ion optics are capable to provide a beam with a ho-
mogenous flux and that furthermore the ion beam is free of contaminations
in form of neutrals and droplets. The realignment of the beam during the
deposition causes an averaging, that further enhances the homogeneity. The
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observation of differently steep edges in the intensity cross sections can be
explained by imperfections in the electrostatic lenses and steering plates.

The quantitative measurements that are enabled by the combination of flu-
orescent spectroscopy and TOF-SIMS allow the estimation of the soft landing
ratio as a function of experimental parameters like kinetic energy and used
substrate. With these techniques the chemical modification of surfaces and
deposited molecules can be studied under controlled high vacuum conditions.

Finally the well developed field of fluorescence spectroscopy and microscopy
offers many prospects for sample analysis, including single molecule investi-
gation or the uses of fluorescent protein probes likes GFP[192].

5.4 DEPOSITION of NANOSCALE OBJECTS

5.4.1 Introduction – Is it Possible to Ionize and Deposit Heavy
Nanoscale Objects?

The unique features of nanoparticles1 caused by the high surface to mass ra-
tio makes them interesting for research and applications. Important exam-
ples for these applications are catalysis[196], light emitting devices , sensors or
nanoscale electronics . Research from which these applications benefit is very
intense for example in the field of nanoparticle growth[44, 128] and in research-
ing their chemical and physical properties.

In the field of nanoparticle growth big advances have recently been made
in the chemical processing of particles in solution. Particles with very well
controlled sizes and shapes can be produced . The surface of nanoparticles
can be modified chemically in order to tailor their properties .

In summary, the recent developments have lead to the possibility to make
nanoscale objects for a specific application. These particles are composed of a
material with the desired properties, have a tailored shape and many different
surface modification available. But like for many other large molecular objects
there is a significant drawback for nanoparticles, since they do not have vapor
pressure, which hinders the deposition of these interesting objects in vacuum.

In fact atomic clusters on surfaces in vacuum show interesting properties
. A number of studies have shown that the deposition of nanoparticles from
cluster sources is indeed possible[129]. In these studies research has been ded-
icated to the soft landing of cluster ions. The threshold energy for a crash
landing was found to rise with the size of the cluster. An energy of 1 eV per
cluster atom is found to ensure soft landing of the cluster on the surface.

1The definition of nanoparticles used in this includes many shapes such as spherical particles,
nanowires and nanorods.
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Particle Diameter Length Mass

(nm) (nm)

CNT 1 100− 1000 103 u/nm

Au colloids 5 106 u

CdS nanorods 20− 30 200− 500 2× 106 u/nm

V2O5 nanowires 5− 10 100− 2000 5× 104 u/nm

Table 5.2 – Overview of important parameters of the nanoparticles used for ion beam
deposition: CNT, V2O5, CdS, Au-colloids.

Only a few experiments successfully showed that it is possible to ionize
nanoparticles by the electrospray method[60, 51]. One of the most interest-
ing experimental works is the soft landing deposition of whole viruses, which
are still active after their soft landing on a surface[60, 51]. These experiments
continue what has begun as deposition of proteins, which can be accounted
as small nanoparticles[53, 62] (see section 5.1, page 112). The viruses com-
posed from many proteins have masses up to 106 u and are highly charged. At
present this is the only experiment in which mass and charge of large nanopar-
ticles in the gas phase are measured.

Many experiments are reported which use electrospray ionization to dis-
perse a solution that contains nanoparticles in order to distribute the spray
droplets homogenously on a sample located in air or in vacuum [39, 44, 43, 42].
This technique is refereed to as ESI deposition which is not to be confused
with ion beam deposition, since instead of gas phase ions, charged droplets of
a liquid are deposited.

Within this group of experiments some effort has been made to ionize and
deposit carbon nanotubes (CNT). In one of the examples in literature a simple
two pumping stage setup is used in order to disperse a solution containing
carbon nanotubes inside a vacuum chamber in order to recollect the ionized
droplets in the next vacuum chamber at lower pressure[20, 21]. With this tech-
nique CNT are deposited in vacuum successfully. However the solvent is not
removed completely and the deposition process is not controllable in terms
of mass selection, current measurement or collision energy, mostly because
droplets of unknown size and velocity are deposited. Nevertheless it is quite
successfully demonstrated, that nanoparticles in solution or dispersion can be
sprayed and are most probably charged.

The following section presents the efforts and results of nanoparticle ion de-
position experiments conducted on the ion beam deposition setup. In contrast
to the work presented above, in the ion beam deposition experiments the sol-
vent is completely evaporated, which results in a charged gas phase nanopar-
ticle ion beam. To successfully deposit nonvolatile nanoparticles in vacuum,
they have to be ionized, collimated in a beam, eventually mass selected, de-
tected in time-of-flight mass spectrometry or by current measurement and fi-
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nally soft landed.
Table 5.2 shows the particles that are used with the electrospray ion beam

deposition setup. The nanoparticles chosen represent a wide range in size,
aspect ratio, and properties in order to demonstrate the various possibilities of
the deposition technique.

In a first step ion beams of these nanoparticles are created and their de-
position in demonstrated. The presence of the nanoparticles is proven mor-
phologically and chemically. AFM (atomic force microscopy, see section 3.4.1,
page 64) measurements show the modified topography and when necessary,
due to unclear AFM results, a chemical analysis with SIMS (secondary ion
mass spectrometry, see section 3.4.3, page 65) identifies the nanoparticles by
their chemical composition.

The mass-to-charge-ratio of the ion beam is analyzed and the charge state of
the nanoparticles is determined by two different methods. The size measured
in AFM and the mass spectra from the linear TOF in the deposition apparatus
can be used to calculate the charge state. Alternatively, the deposited charge
and the number of particles found in AFM allow the calculation of an average
charge state and thus the estimation of the mass-to-charge-ratio . This infor-
mation is important in order to determine the soft landing conditions, which
mainly depend on the kinetic energy and thus on mass and charge state of the
nanoparticles.

5.4.2 Nanoparticle Ion Beam Deposition and MS Characterization

Stock solutions of the nanoparticles are either prepared in our laboratory (CdS
nanorods[197], V2O5 nanowires[198], CNTs[199]) or purchased (Gold colloids
5 nm, Fluka 54394). The nanoparticle solutions for the electrospray source are
prepared by the dilution of a stock solution with ethanol and subsequent acid-
ification (section 3.3.1, page 58)[198, 200, 197]. Since the concentrations of the
stock solutions are unknown, the grade of dilution is modified in a first test
spray until the solution provides a stable high current spray (see section 3.3.3,
page 60 for details).

Ion beams of nanoparticle dispersions are prepared according to section
3.3.3, page 60. In order to transmit the heavy ions, the quadrupoles are driven
at 500 kHz (see section 3.2.1, page 52). Typical parameters for achieving a good
nanoparticle ion beam are high fragmentor voltages of approximately 400 V
and moderate voltages at the quadrupoles (100− 200 V).

Mass spectra of the nanoparticle ion beam are taken despite the fact that the
linear TOF with a resolution of 300 is not capable to resolve the high mass
particles. Distinct peaks in the mass spectrum thus indicate the formation of
solvent clusters or relate to contamination for instance by salt clusters. These
mass spectra can give information about the mass-to-charge-ratio range of the
transmitted ions. The quadrupole Q2 is set in such a way that ions with mass-
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to-charge-ratio lower than 1200 Th are not transmitted. A mass-to-charge-ratio
range of lower than 1200 Th typically contains solvent clusters and contami-
nations.

Figure 5.11 – Mass spectra of CdS and V2O5 nanoparticle beams for 150 V fragmentor
voltage. The Q2 quadrupole is used to cut off the lower mass region.

As an example of a mass spectrum of nanoparticles, figure 5.11 shows the
data measured for a CdS and for a V2O5 nanoparticle ion beam. Beginning
at an onset around 1000 Th, defined by the transmission of Q2, a continuous
signal up to high mass-to-charge-ratio is observed. The ion beams of all used
nanomaterials show similar mass spectra.

The fact that single peaks cannot be identified, indicates that the nanoparti-
cles are highly charged. For example, singly charged cadmium sulfide cluster
peaks are separated by 145 Th, the mass of one CdS unit, which could be easily
resolved in the mass spectrometer.

The single sample holder is used for deposition (see section 3.1.6, page 46).
The retarding grid energy detector integrated in the sample holder is used to
measure the ion beam energy. The sample voltage is set to achieve incidence
energies lower than 10 eV per charge (see section 3.3.3, page 60). Typically
currents of 1− 5 pA are achieved on the sample holder. The deposition is per-
formed for several hours with the result that a charge of 3− 5 pAh is collected
on the sample.

The samples are taken out of the vacuum for further analysis. The morphol-
ogy is analyzed with AFM. For the cadmium sulfide particles and the vana-
dium oxide nanowires a static TOF-SIMS analysis is performed to ensure that
the found structures can be related to the particles out of the electrosprayed
solutions.
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5.4.3 Morphology of Nanoparticles on Surfaces

Gold Nanoparticles

Gold nanoparticles of 5 nm nominal diameter are deposited on HOPG and
silicon at energies of 5 ± 1 eV. Figure 5.12 displays AFM images for graphite
in the top row and for silicon in the lower row for several magnifications (note
that the color scale is inverted, dark for high and light for low areas). The cross
sections marked in the images are displayed in the bottom row.

Figure 5.12 – AFM images of 5 nm gold nanoparticles on a [top] graphite surface
and [middle] native SiOx surface of a silicon crystal. On HOPG the gold particles are
found at step edges preferably, indicating surface diffusion. [bottom] Cross sections
indicated in the AFM images.

The lowest magnification shows a uniform coverage of particles on the sur-
face. For both substrates the particle size measured lies between 3 nm and 7 nm
in height, while the lateral dimensions in the range of 50 − 100 nm are found.
The measured heights correspond to the size distribution of the gold colloids
in dispersion. This observation suggests, that the particles have been softly
landed at the conditions used in this experiments, which means that they have
not been deformed upon collision. Moreover, their unchanged shape indicates
that during the whole ion beam deposition process the gold particles have not
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been affected by the droplet fission, supersonic expansion or ion-gas collisions
in the first or second pumping stage.

The mass-to-charge-ratio of the nanoparticle beam of more than 1000 Th is
equivalent to one charge for every 5 gold atoms (m(Au5) = 985 u) in the clus-
ter. This maximum charge results in a kinetic energy of up to 1 eV per atom.
This energy is the soft landing limit for small clusters and thus further sup-
ports the finding that the gold colloids are deposited by soft landing.

On graphite the gold clusters decorate the step edges, while on silicon their
distribution is completely uniform but random. As observed for BSA and
SDS the diffusion on HOPG is very easy (section 5.2, page 119 and section
5.1, page 112). Typically the step edges are pinning sites for the nanoparticles,
which is also the case for BSA.

Cross sections on HOPG show that the particles at the step edges are usu-
ally smaller than those on the terraces (figure 5.12 [top-right] A and B). This
is a result of the faster diffusion of the smaller gold particles on the surface,
which enables them to move across larger distances. For longer diffusion
paths the probability to get trapped at a step edge rises, which is the reason
for the smaller gold particle to be found preferably at the step edges[201].

Carbon Nanotubes

Carbon nanotubes (CNTs) are nanoscale objects that are elongated in one di-
mension. They can be identified on the silicon surface by their typically elon-
gated shape and the typical diameter of approximately 1 nm measured in AFM
as height (see figure 5.13). The deposition of 0.5 pAh results in a coverage of
1−10 objects per 1 µm2 that are identified as CNT. The length of the nanotubes
found on the surface is in the range of 200 nm and 1 µm.

Figure 5.13 – AFM images of ion beam deposited CNT on the native oxide (SiOx ) of
a silicon surface. [right] Cross sections show that the diameter of the tubes is about
1 nm.

Spherical objects of sizes larger than 2 nm are found besides the CNTs. In the
AFM images in figure 5.13 the dark black spots correspond to these particles.
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They originate from the CNT production process which is high pressure car-
bon monoxide conversion (HIPCO)[202]. This manufacturing process results
in residual particles of either amorphous carbon or catalyst metal of a wide
variety in size. Before the electrospraying, the solution is centrifuged, which
removed the larger ones of these particles. Those, which have the same weight
as the CNT could have been ionized and deposited.

Cadmium Sulfide Nanorods

The CdS nanorods in the dispersion used for the electrospray are 20 − 30 nm
in diameter and have length of 200 − 500 nm[197, 200]. These rods, although
present in solution, are not found on the surface after deposition. Instead
smaller particles are uniformly distributed on the surface (see figure 5.14). In
the AFM images round disks with diameters between 50 nm and 150 nm ap-
pear with heights between 2 nm and 30 nm. The maximal height corresponds
to the diameter of the nanorods in solution. The compositional agreement be-
tween the found particle and the electrosprayed nanorods is confirmed by the
chemical signature of cadmium found in TOF-SIMS measurements (see sec-
tion 5.4.4, page 142).

Figure 5.14 – AFM images of cadmium sulfide nanoparticles on a silicon surface. The
largest particles are 30 nm in height.

There are several possible reasons for the deposition of only small particles.
The destruction of the nanorods in the ultrasonic bath, which is used to stir
up the dispersion, is excluded by reference measurements. After sonication
solution cast samples show mostly intact nanorods in AFM. However some
smaller fragments such as shown in figure 5.14 are observed as well.

The modification of the particles due to intense ion gas collisions in the first
or second pumping stage is not likely since the collision energies here are not
large enough to destroy for example gold clusters. The ion gas interactions
therefore do not affect large particles, at least at the declustering potentials
that are used for nanoparticle deposition.

A crash landing can also be ruled out since the kinetic energy of a 1000 times
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charged full sized nanorod is much lower than the decomposition threshold
of 1 eV per atom, well known for clusters[129]. A typical nanorod (30 × 30 ×
300 nm) of CdS contains 2×108 atoms. The kinetic energy in an ion beam of
5 eV per charge is 5000 eV per cluster would be within the soft landing limit.
Even if the 1 eV per charge rule would not apply in this mass range, larger
fragments than those that are found in AFM should be present at the surface.

From this estimation it is concluded that the particles found on the sur-
face are soft landed. The particles therefore are already present in the ion
beam when it is created in the atmospheric interface. The absence of the large
nanorods on the deposited substrates can only be explained if one assumes
that the original nanorods of a length larger than 30 nm have a charge state
that is too low to be transmitted in the ion beam, especially not in the low
pressure quadrupole Q2. The particles that are finally deposited are only the
small, highly charged fragments.

Vanadium Oxide Nanowires

The dispersion of nanowires of vanadium oxide V2O5 contains mostly long
wires. A solution casted reference sample shows their huge length of up to
10 µm.The wires are only 10 nm to 20 nm thick. If these wires are deposited
with the ion beam vacuum deposition technique only small particles are found
on the substrate surface (figure 5.15). The lateral size is found in the range of
50−100 nm, heights are measured between 2 nm and 20 nm. The identity of the
particles are confirmed by TOF-SIMS measurements (section 5.4.4, page 142).

Figure 5.15 – Vanadium oxide (V2O5) nanoparticles deposited on silicon: [left] de-
position from dispersion, long nanowires [right] ion beam vacuum deposition, only small
particles.

This experimental result is very similar to that of the deposition of the CdS
nanorods. Also in this case the possibilities of a crash landing and of the de-
struction of the particles in the ultrasonic bath can be ruled out by the same
arguments as for CdS. Also here the explanation of the experimental obser-
vation is that the heavy particles can not be transmitted due to their too low
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charge state.

5.4.4 Chemical Identification of Nanoparticles on a Surface by
TOF-SIMS

In order to study the chemical composition of a solid sample layer by layer,
time-of-flight secondary ion mass spectrometry (TOF-SIMS) is a powerful tool
(section 3.4.3, page 65). With this technique sputtered secondary ions are de-
tected with mass spectrometry, which leads to a high sensitivity to very small
amounts of material.

TOF-SIMS is used to confirm the chemical nature of the structures found
after the ion beam deposition of CdS nanorods and V2O5 nanowires, since the
morphology of the objects found on the surface after the ion beam deposition
did not correspond to the original particles in the dispersion.

Both samples are studied in static SIMS mode, which means that no sput-
tering is used since the depth profile is not of interest. The primary ion beam
is gallium 69Ga+ with an energy of 15 keV. A short pulse (1 s, O+

2 ions, 250 eV)
from the oxygen sputter gun is used to activate the surface chemically, which
typically results in higher secondary ion yields.

Vanadium Oxide on Silicon

A typical static TOF-SIMS spectrum observed for V2O5 is shown in figure 5.16.
In the linear representation only the strongest peaks are visible. Most of them
correspond to common contaminations found with TOF-SIMS on every sur-
face that has been exposed to ambient conditions. The signal at 23 Th corre-
sponds to sodium.

The strongest peak at 28 Th relates to the substrate which is silicon, its neig-
boring peaks at 29 Th and 30 Th to the silicon isotopes 29Si and 30Si. The peak
found at 132.90 Th is the Cs+ ion. This contamination originates from the ion
beam deposition source. The linear TOF mass spectrometer in the source is
calibrated with CsI clusters before the deposition experiments.

Figure 5.16 – Static TOF-SIMS mass spectrum of V2O5 nanoparticles on Si. The peak
at 51 Th corresponds to the major vanadium isotope 51V.
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The presence of vanadium oxide is confirmed by the intense peak of the 51V
single charged ion at 50.9429 Th. Moreover minor peaks of VH+ (51.9518 Th),
VO+ (66.9380 Th), V2O+ (117.9053 Th),VO2H+ (93.9414 Th) and VOH+ (67.9467 Th)
are found. The deviation of these peaks to their expected position is always
smaller than 50 ppm.

Cadmium Sulfide on Silicon

It is more difficult to prove the presence of CdS on a surface with secondary ion
mass spectrometry than for V2O5 due to the fact that both cadmium and sulfur
have poor sputter yields in both the positive or the negative secondary ion
mode[203]. Figure 5.17 [top]shows the static SIMS mass spectrum of a silicon
substrate onto which CdS nanoparticles have been deposited. Na+, the three
silicon isotopes and SiO+ at 44 Th can be observed in the linear representation.

Figure 5.17 – SIMS mass spectra of CdS nanoparticles on silicon. [top] The overview
spectrum shows sodium, silicon and carbon contamination. [bottom] In the range of
106− 116 Th eight different cadmium isotopes are identified and their position is given.

Due to contamination many low abundance peaks, basically at least one
near every integer mass-to-charge-ratio value, are detected. Most correspond
to carbon/silicon clusters. An especially precise calibration using many fix-
points enables to separate these contamination peaks from the low abundant
peaks of the cadmium present on the sample.

Due to its many stable isotopes (106, 108, 110, 111, 112, 113, 114, 116 u) the
presence of cadmium is proven by the mass spectrum, since all these peaks
are found at the expected positions with a deviation lower than 50 ppm. The
distribution of intensities of the cadmium isotope peaks is not as expected for
the ratio at which the different isotopes occur in nature. This discrepancy is ex-
plained by the presence of the Si+4 clusters at masses of 112 Th and higher. At
a mass resolution of 5000 the peak width is 0.022 Th at a mass-to-charge-ratio
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of 112 Th. Thus for instance the 112Cd peak at 111.903 Th can not be distin-
guished from the 428Si peak at 111.908 Th. On the other hand, the observed
signals below 112 Th certainly correspond to cadmium ions emitted from the
surface.

5.4.5 Results and Discussion: Charge State of Nanoparticles in
Electrospray Ion Beams

The charging of nanoparticles in an electrospray ion source is not much dis-
cussed in literature, most probably due to the fact that nanoparticles are not
interesting for mass spectrometry. Mass spectrometry measurements of very
large, very highly charged particles are in fact most complicated, if not im-
possible. A nanoparticle of Natom atoms and many charge states can compose
a very high number of different mass-to-charge-ratios. The number of ions
with different mass-to-charge-ratio is proportional to both the size of the atom
number range of the cluster ∆Natom and the number of possible charge states
∆z. A rough approximation gives 1

2(∆Natom∆z).
For instance a gold nanoparticle of size 5 ± 1 nm thus can contain between

1500 − 5000 atoms. At charge states between 60 − 500, estimated from mass
spectra, this results in almost 106 different ions in the typical ESI mass-to-
charge-ratio range of 500 − 5000 Th. Most peaks will show up in high mass
ranges, which makes resolutions of over 106 necessary to distinguish peaks
from each other. Finally since the net current is now divided up in many chan-
nels, an extremely low signal to noise ratio is crucial as well.

Due to the limited resolution of the linear TOF, mass spectrometric measure-
ments like those shown for V2O5 and CdS particles can only give the mass-to-
charge-ratio information. For an ion beam deposition experiment it would
be indeed very important to know the charge state of the deposited particles,
since it determines the kinetic energy and thus strongly influences whether
soft or crash landing takes place. Such an indirect measurement of mass and
charge state has been done for large viruses[60].

Determination of the Charge State from AFM Images and TOF-MS

Since mass spectrometric measurements with the linear TOF-MS will not re-
sult in resolved spectra, the mass information can be gained indirectly by an-
alyzing the geometry of the particles found on the surface after deposition.
Standard techniques like transmission electron microscopy (TEM), scanning
electron microscopy (SEM) or AFM can be used for imaging.

For molecules the charge states can easily be determined from mass spectra.
Their kinetic energy is then determined by the measurements in the retarding
grid detector, which gives the kinetic energy per charge. This value multiplied
by the charge number z is the kinetic energy of the ions in the beam.
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The mass spectra of the nanoparticle ion beams shown in figure 5.11 do not
show any resolved peaks which can be identified as a certain cluster ion with a
charge state. Therefore only a mass-to-charge-ratio range can be measured (see
table 5.3) and the particle charge can be calculated, if the mass of the particle
is known.

The mass of the particles deposited by the ion beam can be estimated from
their size which is derived from the AFM images. This information, combined
with the mass-to-charge-ratio range from the mass spectra, is used to calculate
the charge state of the particles, which is summarized in table 5.3.

In the mass spectra of the nanoparticles, ions with a mass-to-charge-ratio
between 1000 Th and 5000 Th are observed. Since the spectra do not resolve
single peaks, this only indicates the mass-to-charge-ratio range of the ions. For
particle masses of 105 − 106 u this roughly corresponds to charge numbers of
100 per particle estimated from the mass spectra.

Indirect Mass Spectrometry using AFM and Deposition Current

Another way to calculate the charge state z of the particles uses the knowledge
of the net charge and the amount of material deposited (see also section 3.3.5,
page 63 for experimental details). The net charge deposited on the sample is
the product of deposition time t and measured current Isample. The amount of
material deposited is estimated from the AFM images. The particles can be au-
tomatically counted by size using the scanning probe image analysis software
WsXM[123], resulting in a histogram Nd of particles with diameter d for the
AFM image area AAFM. Alternatively this can be expressed by the net amount
of particles NΣ =

∑
d Nd.

Assuming that the coverage is approximately homogenous across the full
deposition spot (diam. 3.5 mm) with area Adepo , these numbers can be scaled
up by the factor γ = Adepo/AAFM. The relation between the measured current,
particle number and charge state follows accordingly.

tIsample = γ NΣ z̄ (5.1)

= γ
∑
d

Nd z(d) (5.2)

From equation (5.1) the average charge number per particle z̄ is calculated.
The results are displayed in table 5.3. This calculation is especially viable in
the case of gold nanoparticles, which have a narrow size distribution around
5 nm.

A more precise assumption is a uniform area charge density on the surface
of the nanoparticles and is reflected by equation (5.2) in which z̄ is replaced
by the function z(d) ∝ d2. The AFM images for CdS and V2O5 are evaluated
under this premiss. The deposited net charge tIsample is then distributed pro-
portional to the surface area of each fraction onto the histogram of the height
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Particle Observed Mass Charge m/z Number Kinetic

Size (nm) State of Atoms Energy

(diam./length) (u) (AFM) z (Th) in Particle at 5 eV/z per Atom

CNT 224 1.3×105 590 219 13440 2950 0.22

Au 5 5.8×105 200 2900 2966 1000 0.34

CdS 3 1.2×105 41 2900 13720 205 0.015

V2O5 7 1.1×106 356 3200 346700 1780 0.005

Table 5.3 – Properties of charged nanoparticles used in ion beam deposition experiments.
The charge state is derived from the deposition current and the achieved coverage on a
sample.

of particles on the surface Nd. The results expressed in mass-to-charge-ratio
are displayed in figure 5.18 for samples of V2O5 and CdS.

Results and Discussion

The estimation using the deposition current and the number and size of the
particles found on the surface leads to similar results for the charge state as the
calculations from the measured mass-to-charge-ratio and number of deposited
particles. The charge state value ranges between 41 for CdS particles and 590
charges for a 200 nm long carbon nanotube. This results in mass-to-charge-
ratio ranges of around 3000 Th for spherical particles and 219 Th for the carbon
nanotubes.

The results of the more detailed calculations are displayed in figure 5.18 for
three examples. The range in mass-to-charge-ratio calculated for the particle
sizes found results in a distribution over an order in magnitude in mass-to-
charge-ratio assuming a constant charge per particle surface area. Especially
the comparison of two coverages found for CdS on the same sample show how
precise the resulting values are. The charge states found in the two deposition
experiments differ only by a value of three.

Two different methods have been used to estimate the charge of gas phase
nanoparticle ions: mass spectrometry and AFM/current measurement. Both
methods prove that nanoparticles in an electrospray get multiply charged.
This is shown for particles representing a wide range of properties, masses
and shapes. The typical mass-to-charge-ratio range of ions created in ESI of up
to 6000 Th is also valid for these very heavy particles (section 2.1.3, page 17).

The value found for the charge state of carbon nanotubes might appear too
high. Considering the fact that those are one dimensional particles, a high
value has to be expected, since an elongated object can carry more charges
compared to a globular one with the same volume. On the other hand the ex-
treme deviation could be explained by a too large current measurement due
to the contamination of the sample with other nanoparticles that are not iden-
tified in the AFM images.
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Figure 5.18 – Estimation of nanoparticle charge states from deposition current and AFM
images. [top] Histograms of the particles size distribution which can be expressed in
terms of mass-to-charge-ratio according to relation equation (5.2). [bottom] The AFM
images of CdS and V2O5 used to create the histograms.

Generally speaking, deviations from the charge state given for the nanopar-
ticles arise from many error sources. On the other hand these errors cancel
each other out. For instance a higher charge state is calculated when the num-
ber of particles counted is too low, which is likely since very small particles are
hard to identify so that several might have been missed. On the other hand
charges can remain on the deposited particle instead of flowing through the
sample[194]. The measured current is then lower than the real current that is
deposited, which leads to a lower calculated charge state. Finally the estima-
tion of the particle volume is a source of errors. Particles close to each other
or of elongated shape can not be resolved in AFM measurements. This results
in a mass measurement that is lower than the actual mass. Again the mass-to-
charge-ratio is measured too high.

The estimation of the charge state from AFM images and measured current
thus can only give a range for the charging of the nanoparticles. The val-
ues found nevertheless reflect the state of the beam, which contains multiply
charged nanoparticles.

An interesting parallel is found if ions of nanoparticles are compared with
proteins in the gas phase. The latter can be regarded as organic nanoparti-
cles and are also highly charged (see section 4.3, page 105). In particular cy-
tochrome c shows an analogy to the extremely highly charged carbon nan-
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otubes. It is shown that the unfolded protein, which then is a one dimensional
strand, can be higher charged than the folded, globular protein (see section
4.3.2, page 108)[145]. The difference in aspect ratio of folded and unfolded Cyc
can be compared to the difference in shape between CNTs and for example the
CdS nanoparticles, which is reflected in the different charge mass-to-charge-
ratios .

In conclusion, the charge states found for the nanoparticles show, that like
for small molecular ions, for large objects the typical mass-to-charge-ratio range
of an ESI source is found. Moreover it is ensured, that nanoparticles in gen-
eral can be deposited from a low energy ion beam, firstly because they can be
ionized and secondly because soft landing is possible, since the kinetic energy
can be reduced to a value below 1 eV per atom.
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Electrospray mass spectrometry has been used for almost two decades as an
extremely powerful tool to analyze non volatile particles. Within this thesis a
general ion beam deposition method for nonvolatile particles based on elec-
trospray ionization has been developed and demonstrated. The deposition
source has been constructed in such a way that the ion soft landing can be
controlled by a variety of parameters, such as kinetic energy, charge state or
mass-to-charge-ratio .

The ion beam deposition apparatus used for the presented experiments em-
ploys differential pumping across six chambers to bridge the vacuum gap of
13 orders of magnitude between the atmospheric pressure ionization and the
deposition in high vacuum. A variety of ion optical elements have been de-
veloped in order to guide a beam with a sufficiently high flux for deposition
to a sample in UHV. A time-of-flight mass spectrometer and a retarding grid
ion energy detector have been implemented to monitor the beam properties in
order to achieve a controlled deposition.

Basic experiments show that control over the ion beam parameters can be
achieved with the developed experimental setup. The kinetic energy and spa-
cial distribution can be measured and adjusted. The ion beam composition
can be monitored with the linear TOF at a resolution which is high enough to
identify molecules and distinguish them from fragments. Finally, the sample
holders in high and ultrahigh vacuum can be used to deposit intact ions at
solid substrates with energies at the low end of the hyperthermic range.

Extensive mass spectrometric studies have been performed using the linear
time-of-flight mass spectrometer of the ion beam source in order to learn how
to prepare ion beams suitable for deposition. Since most molecules can be
brought into the gas phase by electrospray ionization many different types
of ion beams, for instance molecular and cluster ion beams, are available for
deposition. Additionally the composition of the beam can be influenced by
ion-gas-interactions.

Apart from controlling the properties of the ion beam, mass spectrometry
has also been used to perform more advanced analysis, like for example de-
termining the position of the charge site in a molecule, exploring the frag-
mentation pathway of complex molecules or the determination of the bind-
ing strength of molecular sidegroups or cluster components. Thus it has been
shown that mass spectrometry gives valuable information on the ions in the
gas phase which, coupled with the information obtained after surface depo-
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sition, will allow a very detailed description and control of functional surface
nanostructures, which are the final aim of the deposition experiments.

Ion beam deposition at very low kinetic energies has been proven to be a
technique that can be generally applied to a variety of molecules and clusters
starting from small organic molecules up to very large nanoparticle ions.

By various means it has been shown that soft landing, i.e. destruction free
deposition, is possible for all of these particles, if the kinetic energy is low
enough. At deposition currents between 1 pA up to 50 pA it has been demon-
strated, that on a sample surface of 10 mm2 a monolayer coverage can be
achieved within a deposition time in the order of hours. These deposition
durations make the technique applicable for research and also for specialized
applications.

A wide variety of molecular nanostructures was shown to result from the
ion beam deposition on surfaces in high vacuum. For example, BSA proteins
are found to form fractal arrangements on graphite, while molecular surfac-
tants were shown to form single or double layers depending on the surface.
Apart from the specific details characteristic of each individual system, these
experiments indicate that the mechanisms responsible for the wide variety of
micro and nanostructures obtained by standard organic molecular beam epi-
taxy are also valid for ion beam deposition.

In particular, the deposition under UHV conditions will enable to analyze
the fabricated samples in-situ. For that purpose an UHV scanning tunneling
and force microscope has been recently connected with the ion beam deposi-
tion apparatus for in-situ transfer and analysis. Through a transfer with a vac-
uum suitcase, which has already been implemented as well, also other UHV
analytical techniques become accessible, such as X-ray photoelectron spec-
troscopy (XPS) to analyze the chemical composition or very low temperature
STMs for local electronic, vibrational and optic spectroscopic measurements.

Therefore, by means of electrospray ion beam deposition, it will in future
be possible to exploit the endless catalog of organic and inorganic chemistry
in order to create complex molecular structures at surfaces and to study and
control their organization into functional compounds that could not be other-
wise accessed so far. Examples for these compounds are natural molecules like
peptides, sugars, DNA or lipids but also complex organic molecules designed
and synthesized ad hoc for a certain function.

In fact it has been demonstrated that molecules which are synthesized ac-
cording to a plan, can be ionized and detected in the ion beam. In figure 6.1
the mass spectra of the P4P fully conjugated ring precursor molecule (1/8 sec-
tor)[5] and the 3SEt5Fe[146, 147, 4, 3] molecular motor molecules are displayed
along with their structure.

The isolated deposition and analysis of the molecular motor molecule 3Set5Fe
under controlled conditions in an UHV-STM is most desirable in order to
study the concept of the molecular machine. The fully conjugated ring, which
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Figure 6.1 – Molecular structure and ESI mass spectrum of the [top] motor molecule
3SEt5Fe and [bottom] fully conjugated ring P4P.

is made of eight P4P molecules, is interesting because of its special electronic
properties. The goal of the design is to obtain a molecular system in which
persistent currents can be investigated. Therefore structures need to be pre-
pared in which such an observation is possible, which requires the ring to be
opened and under controlled conditions, like in an UHV-STM.

The results of the preliminary experiments with these molecules and the
state of the ion beam deposition technique as described within this work show
that these and other proposed experiments are now possible. The electrospray
ion beam deposition setup is able to get the particle in the gas phase, where
they can be detected and afterwards deposit them controlled on a solid sur-
face.
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