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Abstract

The effect of strong spin-orbit coupling (SOC) on the valence and conduction bands of
solids can often be considered as a minor perturbation. Recently, however, SOC has been
shown to lead, in special circumstances, to large and measurable qualitative effects on the
electronic structure. High resolution angle-resolved photoemission spectroscopy (ARPES)
reported the existence of spin polarized conduction channels localized at surfaces and in-
terfaces. The attention of the condensed matter community was strongly attracted firstly
by the discovery of giant spin splitting in surface alloys, grown on metallic substrates and
successively also on semiconductors, and secondarily by the breakthrough of topologi-
cal insulators and bismuth tellurohalides, the latter characterized by bulk spin split states.
These spin polarized states are interesting both for fundamental and practical reasons, in
the perspective of spintronics applications.

This work is an experimental investigation, mainly by ARPES, of several systems,
both bulk materials and complex interfaces formed by high Z elements (Bi and Pb) on var-
ious substrates. We have studied the electronic band structure and the effect of spin-orbit
coupling in systems with different dimensionality, ranging from one-dimensional Bi and
Pb chains, to two-dimensional dense Pb monolayer up to the novel three-dimensional bulk
Rashba compound BiTeI. The experimental findings have been confirmed by first-principle
calculations, and other experimental techniques, namely scanning tunnelling microscopy
(STM) and X-ray photoelectron diffraction (XPD), have been used to characterize the sur-
face structures of the interfaces.

A parallel project of this thesis was the development and characterization of a novel
time-resolved ARPES setup, based on ultrashort laser pulses. I have exploited it to in-
vestigate the out-of-equilibrium electronic properties of the topological insulator Bi2Se3.
This study shows an ultrafast chemical shift of the conduction band due to photo-doping.
I developed a model, based on the modification of the effective thermal distribution, to
interpret the relaxation dynamics of the photo-excited electronic population.

The thesis is organized as follow: after a brief description of the ARPES technique
(chapter 1) I summarize the most important theoretical and experimental investigations of
spin-split surface states (chapter 2). Chapter 3 reports the investigation of the gap struc-
ture in the complex tri-layer BiAg2-Ag/ Si(111). In Chapter 4 I compare the electronic
properties of the incommensurate and commensurate Pb monolayer grown respectively on
Au(111) and on Ag(100). Chapter 5 reports the study of the one-dimensional spin split
surface states of the Bi chain grown on Cu(110). There, the role played by the adsorbate
in defining the magnitude of the splitting is explored by substituting Bi with Pb. Chapter
6 contains an investigation of the electronic properties of the novel bismuth tellurohalide
BiTeI. Finally chapter 7 gives a short introduction of the time-resolved ARPES technique,
and reports the investigation of the out-of-equilibrium electronic properties of Bi2Se3.

Keywords:
Angle- and time-resolved photoemission spectroscopy; spin orbit coupling; surface

states; topological insulators; bismuth tellurohalide; reduced dimensionality.
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Sommario

L’accoppiamento spin-orbita è stato a lungo trattato solo come un termine perturbativo
nella struttura a bande dei solidi. Di recente, tuttavia, diversi studi hanno evidenziato
come l’interazione spin-orbita sia responsabile di modifiche sostanziali delle proprietà elet-
troniche della materia. L’avvento della spettroscopia di foto-emissione ad alta risoluzione
ha permesso di osservare l’esistenza di stati di superficie polarizzati in spin. Dapprima
l’interesse della comunità scientifica si è focalizzato sullo studio di leghe metalliche di su-
perficie, in cui la separazione energetica tra i canali di spin è diversi ordini di grandezza
maggiore che nelle superficii dei singoli substrati. Le possibili applicazioni nel campo
della spintronica hanno motivato studi volti a trasferire questi canali di spin alle super-
ficii di semiconduttori. In questo senso, un importante passo avanti è rappresentato dalla
scoperta degli isolanti topologici e dallo studio dei bismuto tellururo-alidi. In particolare,
quest’ultima famiglia di semiconduttori costituisce il primo esempio di stati elettronici di
volume polarizzati in spin.

Questo lavoro di tesi consiste nello studio, mediante spettroscopia di foto-emissione
risolta in angolo, delle proprietà elettroniche di diversi sistemi, sia cristalli singoli sia inter-
facce preparate in situ mediante evaporazione di metalli pesanti (Bi e Pb) su vari substrati.
Ho studiato le modifiche indotte dall’interazione di spin-orbita nella struttura a bande di
catene unidimensionali di Pb e Bi, di sistemi bidimensionali formati da strati monoatomici
di Pb ed infine di cristalli singoli con proprietà elettroniche tridimensionali, quali BiTeI.
I risultati sperimentali sono stati supportati, quando possibile, da modelli teorici e calcoli
della struttura a bande. Nel corso della tesi ho potuto utilizzare tecniche complementari,
volte a determinare la struttura cristallina delle interfacce, tra queste in particolare la spet-
troscopia ad effetto tunnel e la diffrazione di foto-elettroni.

In parallelo, nel corso della tesi, ho collaborato al progetto di sviluppo e caratteriz-
zazione di un nuovo apparato sperimentale per foto-emissione risolta in angolo e in tempo.
Questa tecnica ci ha permesso di investigare la struttura elettronica fuori equilibrio di un
isolante topologico, Bi2Se3. Questo studio mostra come, in seguito al foto-drogaggio della
banda di conduzione, il potenziale chimico si sposti a più alte energie. La dinamica di
rilassamento delle popolazioni elettroniche fuori equilibrio è stata modellizzata a partire
dalla modifica della distribuzione termica degli elettroni.

La tesi è organizzata come segue: il primo capitolo contiene una breve introduzione
alla tecnica sperimentale. Il secondo capitolo riassume i principali risultati sperimentali
e teorici della fisica degli stati di superficie polarizzati in spin. Nel terzo capitolo sono
discussi i risultati del nostro studio sulla simmetria della struttura a bande del sistema
BiAg2-Ag/ Si(111). Nel quarto capitolo viene confrontata la struttura a bande di due strati
monoatomici di atomi di Pb, il primo non-commensurabile al substrato ove è cresciuto
(Au(111)), il secondo invece commensurabile (Ag(100)). Il quinto capitolo riporta lo stu-
dio delle proprietà elettroniche di catene di Bi cresciute su Cu(110), e l’effetto indotto dalla
sostituzione di Bi con Pb. Il sesto capitolo è dedicato alle proprietà elettroniche di BiTeI.
Infine, il settimo capitolo contiene una breve introduzione alla tecnica di foto-emissione
risolta in tempo e i risultati dello studio di Bi2Se3.
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CHAPTER 1

Experimental Method and Principles

Contents
1.1 Photoemission spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Historical introduction . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 General formulation . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.3 1- Versus 3-step models . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.4 Kinematic of Angle-Resolved Photoemission Spectroscopy . . . . 5

1.1.5 One particle spectral function formulation . . . . . . . . . . . . . . 7

1.1.6 EDC and MDC lineshapes of the quasiparticle peak . . . . . . . . . 8

1.1.7 Direct and indirect transitions . . . . . . . . . . . . . . . . . . . . 10

1.1 Photoemission spectroscopy

1.1.1 Historical introduction

Photoemission spectroscopy (PES), or photoelectron spectroscopy, is an extremely effec-
tive and straightforward method to study the electronic structure of atoms, molecules, solids
and adsorbates [1]. The term photoemission spectroscopy generally refers to a wide set of
experimental techniques based on the application of the photoelectric effect. The first ev-
idence of the photoelectric effect is ascribed to the work of Hertz, in 1887: the electric
discharge yielded between two electrodes increases when the cathode is illuminated by ul-
traviolet (UV) light. After the discovery of the electron by Thompson, different works have
shown this phenomenon to be due to electrons emitted from the cathode following the stim-
ulation of the impinging UV light [2, 3]. The accurate study of the dependence between
the current and the velocity of the emitted electron and the intensity and frequency of the
light [3] clearly demonstrated that the velocity (energy) of the electron is independent on
the light intensity, whereas their number is proportional to the light intensity. This observa-
tion appeared to be in conflict with the Maxwell description of light as an electromagnetic
wave.

This apparent paradox was solved by Einstein in 1905. Einstein’s description of the
photoelectric effect is based on the assumption that the incident light is constituted by
energy quanta, now called photons. This discovery, together with the work of Planck,
represented the starting point for the development of Quantum Mechanics, and for his
paper "On a Heuristic Viewpoint Concerning the Production and Transformation of Light"
Einstein was awarded the Noble Prize in Physics in 1921.
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In parallel with the theoretical investigation, from the 60’s, the photoelectric effect
found experimental applications in the study of solid state electronic structures. This de-
velopment was possible thanks to the improvements in ultra-high-vacuum (UHV) tech-
niques, and the progresses in UV and x-ray radiation sources. The advent of compact
x-ray sources opened the way to the development of Electron Spectroscopy for Chemical
Analysis (ESCA), thanks to Siegbahn’s work, which led to the Noble Prize for Physics in
1981.

A major step forward in the study of the electronic band structure of solids is at-
tributable to the working out of hemispherical analyzers, with parallel detection of angle
and energy dispersion of the photo-emitted electrons [4]. Recently, the requirement for
ultra-high energy and angular resolution led to the development of laser-based photoemis-
sion spectroscopy [5]. Among lasers, the Ti:Sapphire is capable to produce pulses on the
femtosecond timescale (50 - 200 fs). It offers thereby the possibility to study the out-of-
equilibrium electronic properties and the relaxation dynamics in solids via time-resolved
photoemission spectroscopy in pump-probe experiments [6].

1.1.2 General formulation

Photoemission spectroscopy is a "photon-in" → "electron-out" technique. Figure 1.1 il-
lustrates schematically the relation between the electronic structure of a sample and the
resulting PES spectrum. A monochromatic light beam illuminates the sample, which may
be in solid, liquid or gaseous form. Photons are adsorbed by the electrons of the material
and, when the energy transferred is sufficiently high, an electron can be emitted as a photo-
electron. From the energy conservation law, one has direct access to the energy distribution
of electrons in the ground state of the system:

E = hν − Φ− EB (1.1)

where EB is the binding energy of the electron and Φ is the work function of the sample.
The latter represents the minimum energy necessary to remove one electron from the mate-
rial, i.e. the energy barrier given by the difference in energy between the Fermi level (EF )
(or chemical potential, µ) and the vacuum level (Evac).

If the one-electron approximation is valid, and one can express the initial and final
state of the photoemission process as single Slater determinants for the N particles and
N-1 particles systems, hence the binding energy is proportional to the Hartree-fock orbital
energy following the relation [7]:

EB = −εk. (1.2)

In the one-electron approximation the PES spectrum can be expressed as

I(EB) ∝
∑
k

δ(EB + εk) ∝ N(−EB). (1.3)

Thus, the PES spectrum is proportional to the density of the occupied electronic states
N(E).
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Figure 1.1: Schematic diagram of the principle of photoemission spectroscopy (PES). This
shows the relation between the energy levels (core levels and valence band) in a solid and
the electron energy distribution produced by photons of energy hν [1].

1.1.3 1- Versus 3-step models

One-step is the term commonly used to indicate the description of the photoemission pro-
cess as a continuous single event. The process results in a photo-excited electron going
into a final state in the vacuum, obeying appropriate continuity conditions at the surface of
the solid.

It results formally easier to discuss the photoemission in terms of three independent
events [8, 9]: (1) electron optical excitation, (2) electron transport through the solid, (3)
electron escape from the surface.

In the first step the photoexcitation induces an optical transition between the initial and
final bulk states. In the second step the excited electron travels to the surface, interacting
with the lattice and the surrounding electrons and eventual impurities. During this process,
a large amount of electrons lose part of their kinetic energy due to scattering events. There-
fore, it is impossible to use the energy conservation law of eq. 1.1 to extract their binding
energies. For this reason all the electrons which undergo an inelastic scattering process are
called secondary electrons, to be distinguished from the primary electrons. The secondary
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electrons constitute an unstructured background whose intensity increases at low kinetic
energy (the black area of the spectra in Fig. 1.1).

A second important consequence of the electron-electron and electron-phonon interac-
tions is the existence of an electron mean free path λ. It is defined as the the length that
an electron can travel in the sample with a probability equal to e−1 of not undergoing any
scattering event. The mean free path defines the escape depth, the thickness of the sample
which contributes to the primary signal. Interestingly, even though λ−1 is proportional
to the dielectric function of the material [1] (which is specific of the material), the mean
free path as a function of the kinetic energy yields a roughly "universal" curve (reported
in Figure 1.2). For UV light sources based on He discharge (with an intense emission line
at 21.22 eV) the primary photoemitted electrons are originated from the very few topmost
atomic layers of the surface. The surface sensitivity of the "conventional" photoemission
spectroscopy represents a powerful advantage for exploring the electronic properties at the
surface: the Shockley surface states [10] and the topologically protected surface states of
the newly discovered topological insulators [11] represent some of the nowadays hottest
topics in condensed matter physics.

The drawback of the surface sensitivity is the requirement for atomically clean sur-
faces, and the necessity for ultra-high-vacuum conditions (below 10−9 mbar). The aim to
overcome the restriction to the study of surfaces has pointed towards two different direc-
tions, as one could infer from the behavior of the mean free path. The first consists in the
use of very high photon energies (keV), provided by the new generation of synchrotron
sources, while the second consists in the use of very low photon energies, which can be
generated by table-top laser sources (5-7 eV) [12].

During the process of escape from the sample surface, in the third step of the three-step
model, the photoelectron overcomes the surface barrier potential and it loses an energy
equal to the work function of the material.

Figure 1.2: Universal curve describing the mean free path of photoemitted electron in a
material. The curve has a minimum in the UV range, and it explains the surface sensitivity
of UV photoemission spectroscopy.
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1.1.4 Kinematic of Angle-Resolved Photoemission Spectroscopy

Photoemission spectroscopy has been discussed in the previous paragraphs only in terms
of the energy conservation law. One of the most important advantages of PES is the pos-
sibility to analyze not only the energy distribution of the photoemitted electrons, but also
their distribution as a function of the photoemission angles (θ, φ), in the so called Angle
Resolved Photoemission Spectroscopy (ARPES). In this way, the wave-vector (or momen-
tum, K = p / ~) of the photoemitted electron in the vacuum is completely determined,
along with its kinetic energy Ekin. While the modulus of the momentum is given by
K =

√
2mEkin / ~, the three distinct cartesian components depend on the azimuthal (φ)

and polar (θ) angles, defined by the experimental geometry (see Fig. 1.3)):

Kx =
1

~
√

2meEkinsinθcosφ (1.4)

Ky =
1

~
√

2meEkinsinθsinφ (1.5)

Kz =
1

~
√

2meEkincosθ (1.6)

with me the free electron mass.
At this stage, it is necessary to find a relation between the kinetic energy and the wave-

vector of the photoemitted electron in the vacuum and the electronic dispersion E(k) in
the solid. One could start from the energy conservation law (eq 1.1) and the momentum
conservation law

ki − kf = khν (1.7)

where the indexes i and f refer to the initial and final states in the bulk. khν is the momentum
of the incoming photon, which is negligible for the UV and soft x-ray photons. For this
reason in the first step of the three-step model, any photon absorption is equivalent to a
"vertical" transition in the electronic band structure. Such transition is possible for an
electron described by a quadratic energy dispersion (free-electron like) only if the periodic
crystal potential is taken into account and the band structure is depicted in the so-called
reduced-zone scheme [8, 9].

While the binding energyEB of the electron in the initial state is directly obtained from
eq 1.1, recovering the crystal electronic momentum (ki) from the measured wave-vector
of the photoemitted electron (Kf ) is more complex and it requires to take into account
carefully the effect of the surface. The broken translation symmetry along the direction
orthogonal to the surface (z) makes the wave-vector kz not-a-good quantum number, whose
conservation is not protected when the optically-excited electron leaves the sample surface.
The value of kz is modified by the potential barrier, the so-called inner potential (V0). The
two in-plane components of the crystal momentum are conserved. A simple schematization
of the escape condition is shown in Fig. 1.3, where the index f is omitted for all the vectors
and suffixes int and ext indicate the wave-vector inside the crystal and in the vacuum. The
set of fundamental relationships at the base of ARPES band mapping are:

Kfx = kfx = kix =
1

~
√

2me(hν − φ− EB)sinθcosφ (1.8)
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Figure 1.3: Schematic diagram of the emission of an electron from a solid to vacuum
through the atomically flat single-crystal surface. The red and blue hemispheres show the
external and internal regions, respectively. The right of the image shows the same but
projected on the kyz plane. A refraction takes place at the crystal-vacuum interface where
only the in-plane k components are conserved.

Kfy = kfy = kiy =
1

~
√

2me(hν − φ− EB)sinθsinφ (1.9)

For what concerns the missing information relative to kz one could start from the calculated
band structure, or from simple free-electron model for the final Bloch states:

Ef (k) =
~2k2

2me
− |E0| =

~2(k2// + k2⊥

2me
− |E0| (1.10)

where E0 corresponds to the bottom of the valence band. Because (~2k2//)/2me = Ekinsin
2θ

one obtains
k⊥ =

1

~
√

2me(Ekincos2θ + V0) (1.11)

with V0 = |E0|+ φ. Different strategies are used in order to determine V0, recovering the
three-dimensional band structure of a solid [8, 9]. The most convenient is to infer V0 from
the periodicity of the band dispersion along kz , E(kz), which is experimentally obtained by
varying the incident photon energy.

ARPES has become particularly popular for the study of layered compounds (cuprate
and pnictide high temperature superconductors HTSC), and more generally for strongly
two-dimensional systems, for which the uncertainty in kz is less important. Most of the
systems subject of investigation in this thesis belong to the family of materials with reduced
dimensionality, for which the band mapping is achieved by ARPES at fixed excitation
energy.
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1.1.5 One particle spectral function formulation

The derivation of eq. 1.3 requires the use of the one-electron approximation, but in order
to discuss more realistically ARPES spectra, in particular in the presence of electronic
correlation, it is necessary to go beyond this simple model.

In the sudden approximation limit, it is possible to express the complete N particles
wave-function describing the final state ΨN

f as a properly antisymmetrized product of two
contributions: the photoelectron wave-function φkf and the final state wave-function ΨN−1

f

describing the N-1 particles system after sudden removal of one electron,. The latter can
be projected on the excited states of the N-1 particles system with eigenfunctions ΨN−1

f,s

and eigenenergy EN−1s

ΨN
f = Aφkf ·

∑
s

ΨN−1
f,s . (1.12)

For the initial state it is commonly assumed that the wave-function can be written as a
single Slater determinant product of an one-electron part φki and a (N-1) particles term

ΨN
i = Aφki Ψ

N−1
i (1.13)

where, however, ΨN−1
i is not an eigenstate of the N-1 particles Hamiltonian. In a second

quantization formulation the ΨN−1
i function is expressed as ΨN−1

i = ckΨ
N
i , where ck is

the annihilation operator for an electron with momentum k.
By substituting the two given expressions for the initial and final states in the Fermi

golden rule, to calculate the total photoemission intensity as a function of Ekin at a mo-
mentum k, one obtains:

I(k,Ekin) =
∑
f,i

|Mk
f,i|2

∑
s

| < ΨN−1
f,s |ck|Ψ

N
i > |2 (1.14)

where the expression has been formally simplified disregarding all the Dirac δ functions de-
scribing mathematically the energy and momentum conservation (total and in-plane com-
ponent).

The expression for the photocurrent can be rewritten by introducing the one-particle
spectral function A−(k, ~ω) =

∑
s | < ΨN−1

f,s |ck|Ψ
N
i > |2δ(~ω−EN−1f,s −E

N
1 ) where ~ω

is the electron energy with respect to the Fermi level

I(k, ~ω) = I0(k, ν, A)A−(k, ~ω)f(~ω) (1.15)

where the Fermi-Dirac distribution function f(~ω) is introduced to take properly into ac-
count the fact that photoemission probes only the occupied electronic states. The term
I0(k, ν, A) is proportional to the dipole matrix element and it depends therefore on the
momentum k, the photon energy and the polarization of the light.

The next step in the many-body treatment of the photoemission intensity consists in in-
troducing the time ordered one-electron Green’s function (or propagator), which describes
the evolution in time of a state in which an electron is removed from the system in a given
k state at time zero. The real space propagator is easily expressed in the energy-momentum
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space by applying a Fourier transform

G−(k, ~ω) =
∑
s

| < ΨN−1
f,s |ck|Ψ

N
i > |2

~ω − EN−1s − ENi + iη
(1.16)

where η is a positive infinitesimal. In the limit η → 0+ the identity (x+ iη)−1 = P(1/x)−
iπδ(x) is valid, where P stands for the principal value. By using this identity it is possible
to rewrite the Green’s function as

G−(k, ~ω) =
∑
s

(| < ΨN−1
f,s |ck|Ψ

N
i > |2)(P(

1

~ω − EN−1s − ENi
)−iπδ(~ω−EN−1s −ENi )).

(1.17)
Hence, a simple relation connecting the Green’s function to the one-particle spectral func-
tion exists

A(k, ~ω) = − 1

π
Im G(k, ~ω). (1.18)

Initially, one can consider the simplest case in which electrons are not interacting. Hence,
the Green’s function is given by

G0(k, ~ω) =
1

E − E0(k)− iη
(1.19)

Equation 1.19 is particularly important because the Green’s function can be properly mod-
ified in presence of many-body interaction, and the formalism is now naturally transferred
to the ARPES photoemission intensity via the one-particle spectral function.

If one expresses the electron proper self energy as Σ(k, ~ω) = Σ
′
(k, ~ω)+ iΣ

′′
(k, ~ω)

the Green’s function, the one-particle spectral function and the total photoemission inten-
sity can be expressed as

G(k, ~ω) =
1

~ω − εk − Σ(k, ~ω)
, (1.20)

A(k, ~ω) = − 1

π

Σ
′′
(k, ~ω)

[~ω − εk − Σ′(k, ~ω)]2 + [Σ′′(k, ~ω)]2
, (1.21)

I(k, ~ω) = − 1

π
I0(k, ν, A)f(~ω)

Σ
′′
(k, ~ω)

[~ω − εk − Σ′(k, ~ω)]2 + [Σ′′(k, ~ω)]2
, (1.22)

where εk is the single particle electron band energy, and the real and imaginary part of the
self energy contain all the information relative respectively to the energy renormalization
and to the intrinsic lifetime of the photo-induced hole. In particular the latter results equal
to the FWHM of the lorentzian distribution, hence equal to 2Σ

′′
(k, ~ω).

1.1.6 EDC and MDC lineshapes of the quasiparticle peak

ARPES spectra are characterized by different possible levels of interpretation, depending
on the theoretical assumptions and knowledge a priori on the system investigated. ARPES
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is one of the few techniques with a direct insight in the band structure of a material. Elec-
tronic effective mass m∗ and Fermi velocity vf can be extracted and compared to ab initio
calculations.

The formalism introduced in the previous paragraph opens a deeper level of description,
based on the analysis of the spectral lineshape. Given the experimental I(k, ~ω) (where k
describes now the two-dimensional in-plane photoelectron momentum) two main strategies
are possible. The first consists in analyzing at a fixed momentum k

∗
the so called Energy

Distribution Curve (EDC) I(k
∗
, ~ω). The second instead consists in fixing the binding

energy ~ω∗, thus analyzing the evolution of the Momentum Displacement Curve (MDC)
I(k, ~ω∗).

The expression of the one-particle spectral function eq. 1.21 can be further modified
by adopting suitable approximations to describe the electron-electron and electron-phonon
interaction in the material. Different theoretical models have been developed, and in the
following a very simple example will be given for the case of the Fermi liquid (FL) model
[8, 9, 1, 13].

In proximity of the Fermi level (εF − ~ω >> Σ
′′
), the interacting electron system can

be mapped one-to-one in an interacting fermions system whose particles are called quasi-
particles. Physically the quasiparticle is interpreted as an electron "dressed" with virtual
excitations which move coherently with it. Formally the quasiparticle spectral function is
expressed as the sum of two terms which describe the coherent and incoherent parts. The
latter is experimentally difficult to be defined and interpreted rigorously, even though some
models were proposed [14]. The former term contains all the low energy excitations and is
equal to

A(k, ~ω) =
1

π

(ZkF b)(~ω)2

[~ω − ZkF εk]2 + (ZkF b)
2(~ω)4

(1.23)

where the self energy expression for the FL system Σ(k, ~ω) = a~ω + ib(~ω)2 has been
used, and the renormalization constant ZkF = (1 − ∂Σ

′
/∂ω)−1 = 1

1−a has been intro-
duced, as well [15, 16].

The k-dependence of the self energy is neglected and this explains the difference in the
MDC and EDC analysis. At fixed energy the spectrum is characterized by a simple analyt-
ical form and an MDC is described by a lorentzian centered at k = kf + [~ω(1 − a)]/v0f
with FWHM ∆EFWHM = 2b(~ω)2/v0f , where v0f is the bare Fermi velocity normal to the
Fermi surface εk ' v0f (k− kf ). The behavior of an EDC reflects the strong dependence of
Σ(k, ~ω) on the energy. In the FL system the quasiparticle peak sharpens up approaching
the Fermi level, where the lifetime of the quasiparticle is infinite.

Deviations from this behavior are interesting as fingerprint of the breakdown of the
FL model. Such effects may arise from different ingredients such as reduced dimension
(the one-dimensional case with the Luttinger liquid [17], Luttinger-Tomonoga liquid [18]),
disorder and interaction with impurities [19], or very strong correlations which deplete
intensity at the Fermi level, by transferring spectral weight from the coherent to the inco-
herent part of the spectral function [20] (as in the case of electron phonon coupling and
strong polaron formation [14], Peierls instability [18] and Charge Density Wave [21]).

When facing the problem of extracting the self energy from the the experimental line
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width one should be aware of the fact that the intrinsic physical information is convolved
with experimental effects. In an ARPES spectrum, in fact, the measured lifetime is given
by 1

τ = 1
τel

+ 1
τh

. Hence, it results from the combination of the photo-electron lifetime
τel and the hole lifetime τh. For particular experimental conditions (photoemitted electron
at grazing incidence) the line width results even smaller than the inverse of the photo-hole
lifetime [22]. Nevertheless, it results that for two-dimensional systems the latter term is
negligible and the hole lifetime can be extracted by the ARPES spectra [23].

1.1.7 Direct and indirect transitions

Figure 1.4: Theoretical Fermi Surface spectra from Cu(110) for 21.2 eV unpolarized light
using three different values of the final state damping. (a) and (c) refer to artificially low
(0.1 eV) and high (16 eV) values of damping, respectively; the damping (2 eV) in (b)
is representative of the physical situation. Letters A

′
, G

′
and N

′
denote various spectral

features discussed in the text. Whites denote regions of high spectral intensity [24].

This thesis is concerned with ARPES studies of metal-metal interfaces. The escape
depth of the photoemitted electrons is of the order of few monolayer (MLs), therefore
larger than the surface region itself. Hence, a non negligible fraction of the photoelectrons
are originated from the substrate. Different substrates have been used, but they are all
metals with a partially filled three-dimensional conduction band. While a simple qualitative
analysis of the band structure and of the symmetry of the band contours is straightforward
also in the presence of this "parasite" extra signal, a more quantitative analysis (such as a
description of the EDC/MDC lineshapes) requires some more considerations.

From the kinematic analysis it results that, at fixed excitation energy, only one particu-
lar kz component of the overall three-dimensional band structure is probed. Unfortunately,
this appears experimentally to be valid if only direct transitions are taken into account in the
optical absorption step. In the study of interfaces it is necessary to disentangle the signal
from a continuous unstructured background observed for all the different k// values. A non
negligible intensity and a clear Fermi Edge are normally observed even for k values where
momentum conservation (eq. 1.7) is not fulfilled. Lindroos and Bansil have already treated
this intriguing problem, in order to address the origin of extra features in the constant initial
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energy, angle scanned spectrum [24]. The additional photointensity is found proportional
to the kz integrated density of states (DOS), and it originates from indirect transitions in the
optical absorption. Computational analysis was performed in the frame of one-step model
taking into account multiple scattering effect in the initial and final electronic states. The
calculations were performed with three different values of the imaginary part of the final
state self energy Σ

′′
f (0.1 eV, 2 eV and 16eV respectively). This physical quantity is found

to be connected to the mean free path of the photoemitted electron λf via the relation

λf =

√
2E

2Σ
′′
f

. (1.24)

The three studied cases correspond respectively to a very long mean free path (200 Å),
a more physical representative situation and finally to a very small value of λf with all
the photoemitted electrons essentially emanate from the very topmost layer. Figure 1.4
displays the results of the calculation for the Cu(110) surface. In panel a for the large value
of λf the spectral feature, labelled A

′
arises from direct transition. With increasing Σ

′′
f

the state become more diffuse and DOS related feature (G
′
) gain intensity. For the (110)

surface the neck of the complete three-dimensional band structure is projected into two
dark areas (N

′
1 and N

′
2) which intersect G

′
. Figure 1.4 b shows clearly that in the case of

Σ
′′
f values close to reality one should expect the simultaneous presence of features derived

both from direct transition and from the kz integrated one-dimensional DOS.
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Spin Orbit Interaction at Surfaces
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2.1 Surface states in metals

2.1.1 The origin of surface states

Electrons in a solid are described as waves solutions of the Schrödinger equation under a
periodic potential. The problem is simplified by introducing periodic boundary conditions
and by considering an infinite crystal [25, 26]. These approximations represent strong
ansatz on the character of the solutions which describe waves penetrating into the bulk
and periodic over the entire crystal. The infinite crystal approximation disregards all the
possible solutions which are strongly localized at the surface of the crystal, the surface
states. More detailed review of the origin of the surface states and their experimental
investigation can be found in ref. [27] and ref. [28].

The general electronic properties of a crystal surface were derived for the first time
in the 1930s [29, 30, 31, 32]. In the case of a finite crystal two main consequences are
found: any "bulk" solution of the Schrödinger equation decays exponentially in the vacuum
in order to match the solution outside. Secondly, besides the penetrating solutions, new
eigenfunctions are possible with an exponential decaying behavior also inside the crystal.
The corresponding states are therefore localized at the surface.

The mechanism of localization was described in different theoretical models. In all the
cases the damping of the wave-function in the direction orthogonal to the surface is for-
mally accounted for by introducing an imaginary part of the wave-vector in that direction.
In the first model, developed by I.E. Tamm [29], the surface atoms are not equivalent to
the bulk ones, because of the missing neighbors. This asymmetry is reflected in the crystal
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Figure 2.1: Crystal potentials modelled to described the formation of surface states. a is a
potential periodic around the center of each atom, as the one introduced by Shockley. b is
the potential corresponding to Goodwin’s "tight binding" approximation developed on the
basis of the Tamm model. c shows schematically the formation of Shockley surface states
in the inverted band gap when the s and p bands cross [32].

potential, whose periodicity is broken at the outer edges of the end crystal cells. In a tight
binding (TB) picture [31, 33] there is a difference between the on-site energy at bulk and
surface sites, and this difference term (ε) competes with the hopping energy term (γ). This
competition results in the possibility to localize states at the surface sites, where the bulk
band states have nearly no amplitude.

A second mechanism for localization of a state at the surface was developed in a nearly
free-electron model (NFE) by Shockley [32] following the pioneer work of Maue [30].
In this model the (one-dimensional) crystal is described by a periodic potential in which
every atom is represented by a potential well symmetric around the nuclei, as shown in
Figure 2.1 a. Figure 2.1 b shows instead the potential modelled by Goodwin, on the basis
of the Tamm model, with a difference in the potential associated to the termination atom.
The so-called Shockley states are possible in the presence of an inverted band gap. Band
gaps can be described as the result of destructive interference between bulk standing waves.
When two states with s and p characters mix, for suitable coupling potential, the p state may
lie below the s state, leading to an inverted band gap. In the resulting forbidden energy
window a surface state with complex k can connect the two sides of the gap. Figure 2.1
c shows the evolution of the s p bands as a function of the atomic distance a: when the
bands ordering inverts, a surface state is formed [33]. The Tamm and Shockley models are
basis for further recent theoretical studies in the frame of tight-binding, nearly free-electron
models, multiple reflection approach and ab-initio calculation with pseudo-potential [34,
35, 36, 37].

The first experimental evidence of the existence of surface states is attributed to optical
absorption experiments on semiconductors [38, 39], but the surface character makes this
research topic especially attractive for ARPES and for scanning tunnelling microscopy/
spectroscopy (STM/STS). One of the most famous results obtained by the latter technique
is the observation of quantum interference between the surface wave-functions scattered
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by atomic defects, or step edges, or by an artificial quantum corral. STS succeeded also in
providing a numerical evaluation of the photo-hole lifetime Γh for Shockley surface states
in the inverted L gap of noble metals (Cu, Ag, Au) [40, 41]. Nevertheless, only ARPES
offers the possibility of direct insight in the band dispersion E(k) of the surface states,
which is the focus of the next section.

Figure 2.2: a-c two dimensional ARPES images of the Shockley surface states in the L gap
of Ag(111), Cu(111) and Au(111) respectively (a and c from [42] and b from [43]). For
Ag(111) and Au(111) the Fermi Surface is also reported in the upper panels. For the latter
the spin splitting is clearly resolved.
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2.1.2 Spin splitting in the Au(111) surface state

The advent of ARPES with high energy and angular resolution opened the way to the study
of surface states in the L-gap of noble metals. The L-gap results from the projection of
the three-dimensional bulk Fermi surface neck onto the (111) crystal surface. The very
high momentum resolution achieved for the first time by LaShell et al., with the use of
ArI line at hν = 11.83eV , enabled them to clearly distinguish a doubling of the surface
state of Au(111) [10]. Afterwards, Reinert et al. performed a detailed study by comparing
the surface state of the Au(111) and Ag(111) surfaces [42], and their results are shown in
Figure 2.2, along with similar results for Cu(111) [43]. Interestingly, a clear signature of
the L gap is also visible in all the ARPES images, as a low intensity area surrounding the
surface state.

The doubling of the Au(111) surface state was correctly interpreted by LaShell as the
result of strong spin-orbit (SO) interaction, which lifts the spin degeneracy of the bands at
the surface. A formal description of the effect was later proposed by Petersen and Hedeg̊ard
[44] in a tight binding approach, while the case for a free electron model had already been
described by Rashba and Bychkov several years before the work of LaShell [45].

In a relativistic description, an electron travelling at the surface in an electric field E
with velocity v, experiences an effective magnetic field B, which in its rest frame is equal
to B = 1/c2 · v × E. This effective field is coupled to the electron spin via a Zeeman
like term. In a non relativistic description, the Schrödinger equation is corrected starting
from the Dirac equation by expanding it to the lowest order in v2/c2. In this way, the
perturbation hamiltonian takes the form HSOC = ~2

4im2c2
(∇V × p) · σ, where V is the

potential at the surface where the electron moves.
In the case of surface states, the electrons form a quasi two-dimensional free electron

gas at the surface, hence ∇V = dV/dzez where ez indicates the unit vector orthogonal
to the sample surface. The resulting spin-orbit Hamiltonian assumes the so-called Rashba
Bychkov form [45]

HSOC = αR(ez × p) · σ, (2.1)

with strength parameter αR proportional to the out-of-plane potential gradient. The effect
of this perturbation Hamiltonian, when it is applied to a free electron gas with parabolic
dispersion, is the lifting of the spin degeneracy: the original parabolic dispersion is split in
two branches with energies

E =
k2

2m
± αRk. (2.2)

The degeneracy of the eigenstates of a given Hamiltonian is related to the symme-
try of the problem. The spin degeneracy results as a combined effect of time reversal (TR)
symmetry and inversion symmetry (I), which introduce respectively the two following con-
ditions

E(k, ↑) = E(−k, ↓), (2.3)

E(k, ↑) = E(−k, ↑). (2.4)

Only in the case of broken inversion symmetry the resulting Kramers degeneracy relation
E(k, ↑) = E(k, ↓) can be violated. Even though it remains strictly valid at all the time
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Figure 2.3: ARPES study of the Ag/Au(111) coverage dependence: a obtained with He-
I line;b row data and second derivative of similar coverage dependent study with Ar-I
excitation [49, 50, 51].

invariant high symmetry points of the Brillouin zone (e.g. Γ and M in the hexagonal lat-
tice). The lifting of the spin degeneracy was proposed for the first time in the case of
non-centrosymmetric bulk crystals, where the effect takes respectively the name of Rashba
or Dresselhaus splitting, depending on the crystal structure (respectively wurtzite [46] and
zinc-blend [47]). Only very recently, ARPES and spin resolved ARPES reported the exis-
tence of spin split states in the polar BiTeI compound, which lacks inversion symmetry in
the bulk [48].

In general, the Kramers degeneracy can be broken at the surface of any material, since
it lacks inversion symmetry. This sets the bases for the Rashba-Bychkov (RB) model,
which describes qualitatively the nature of the splitting of the surface states of Au(111).
Unfortunately the theory fails in providing a quantitative value for such energy splitting.
LaShell et al. also recognized the fact that in a nearly free electron model the RB term
yields a splitting of 10−3 meV, 4 orders of magnitude smaller than the experimental value
(2 meV at the Fermi level) [10]. This is an artificial effect of the RB model, and a conse-
quence of the small value of the gradient potential at the surface. The 6p states of Au are
characterized by a larger spin-orbit coupling (0.4 eV), resulting from the larger gradient
potential in proximity of the nuclei. Both the terms should be taken correctly into account
for quantitative comparison.
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Figure 2.4: a-c ARPES intensity map of the band dispersion of the Au(111) spin-split
surface states after absorption of approximately 1ML of various rare gases (respectively
Ar, Kr and Xe). The dispersion for the clean substrates is reported as well for a direct
comparison. Two effects are visible, a decrease of the binding energy and an increase of
the splitting. The latter is more clearly shown in d where the ∆k// values for the clean and
the three investigated surfaces are reported [53].

Such refined Rashba-Bychkov model was investigated by Cercellier et al. [27, 49, 50,
51]. Ag thin films were deposited on the surface of an atomically clean Au(111) substrate,
with precise control of the layer thickness. Figure 2.3 shows an example of the evolution
of the surface states as a function of the Ag thickness. The binding energies, the effective
mass, kF and the energy splitting scale linearly with the coverage, reaching the nominal
Ag(111) values for a coverage of approximately 10 ML. This trend is interpreted as a con-
sequence of the fact that smaller Ag thickness implies higher amount of heavier Au atoms,
whose stronger atomic SOC is experienced by the surface wave-function. This experiment
clearly shows the importance of the atomic SOC, and it also provides an experimental value
for the penetration depth of the surface state in the bulk. Interestingly the L-gap Shockley
states are not completely localized at the very topmost atomic layer, but they extend ∼ 10

layers.

The magnitude of the spin splitting in the Au(111) surface states results from a complex
interplay between different ingredients. Even if atomic SOC plays an important role, it
cannot explain alone the difference in spin splitting between Au(111) and Ag(111). The
ratio between the Au 6p and the Ag5p spin parameter is 1/4, which translates in a theoretical
Ag δk ∼ 0.003Å−1. This value is compatible with the angular resolution of state of the art
ARPES set-up. Nonetheless this splitting has never been experimentally resolved. Only the
recent advent of ultra-high momentum resolution, by exploiting low photon energy laser
source, seems to open the way to the experimental measurement of the spin splitting of
Cu(111) [52].
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Another indication of the fact that the atomic spin-orbit interaction is not the only fac-
tor to be taken into account is the enhancement of the spin splitting, achieved by adsorption
of rare gases [53, 54]. Figure 2.4 shows the modification of the spin splitting by varying
the rare gas (Ar, Kr, Xe) dosed on the Au(111) surface. Such enhancement points in the
direction of a model in which the wave-functions involved in the formation of the sur-
face states are deformed by the presence of the surface potential. The contribution of the
wave-function asymmetry to the spin splitting was proposed by Petersen and Hedeg̊ard
[44]. In their tight-binding picture the in-plane pxy states are coupled with the out-of-
plane component pz owing to the presence of the surface potential V(z), which breaks
the symmetry of the system. The transfer integral between these two orbital symmetries
γ =< pz(R)|V |px/y(R + x) > is a measure of the potential gradient, but it contains also
the information on the atomic spin orbit coupling of the p states.

A major step forward in the description of the spin splitting was obtained by ab initio
calculations which yield quantitative agreement with the experimental findings. Slab calcu-
lations in the frame of the fully linearized augmented plane wave (LAPW) were performed
initially for Au(111) and Ag(111) [42]. Nagano et al. confirmed, with similar calculations,
at a quantitative level the hypothesis of Peterson and Hedeg̊ard. They showed, in fact,
that the asymmetry of the squared modulus of the wave-function |ψ(z)|2 along the surface
normal is crucial for the spin splitting, and this asymmetry results from the coupling of
orbitals with different symmetry. The overall splitting arises from the combination of the
asymmetric |ψ(z)|2 and the surface potential gradient [55].

The asymmetry of the wave-function represents a key concept for unveiling the origin
of the spin orbit splitting, and a similar result was obtained in different ab initio calcu-
lations, developed within the Korringa-Kohn-Rostoker (KKR) method in a semi-infinite
system, avoiding the slab geometry [56]. In this case the asymmetry of the wave-function
is introduced by considering the peculiar surface reconstruction of Au(111) (herringbone
reconstruction) and the associated outward relaxation of the surface atoms (4% of the bulk
interlayer distance). The authors proposed that this structural asymmetry does not reflect
directly in the mixing of the orbital components but it introduces an asymmetry in the
surface potential: an in-plane potential gradient is added to the Rashba-like out-of-plane
component.

The new surface potential term is also responsible for a non-zero polarization orthog-
onal to the surface, Pz . Spin resolved ARPES, based on spin dependent Mott scattering
of the photo-emitted electron, strongly improved in the last two decades in parallel with
the increasing interest in spin splitting surface states. The measurement of the out-of-plane
component of the spin polarization of the Au(111) surface states represented a challenging
task, due to the small spin polarization, comparable to the detection limit of the experimen-
tal set-up [58, 59, 57, 60]. Figure 2.5 shows the results of calculations of the different spin
polarization components, along with experimental data [57].

The importance of the wave-function asymmetry was confirmed by other ab initio cal-
culations within the LAPW method [61]. The authors separated the relativistic correction
to the Schrödinger Hamiltonian in a Darwin term and a spin-orbit term. In particular, the
latter is important only close to the core of the nuclei, and it is taken into account only in a
small sphere around the atom. The potential is expanded in spherical harmonics and only
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Figure 2.5: a-c theoretical spin polarization of the constant energy map at -0.17 eV. The
calculated polarization is decomposed respectively into tangential P tan, radial P rad and
surface normal components P z . The position of the surface states is displayed with two
black circular arcs.d and e show the measured tangential and normal component [57].

the l = 0 term is conserved, the resulting Hamiltonian is HSOC = ~2
4im2c2

∂V
r∂r (r × p) · σ

where V is the spherical symmetric potential. The calculations enabled to distinguish the
contribution of each layer of the slab to the overall spin splitting. Figure 2.6 shows that
surprisingly almost 40% of the splitting comes from the subsurfaces layers, where the sur-
face gradient potential should be screened and negligible. This finding proves that the spin
splitting arises from the lack of inversion symmetry of the wave-function, and more pre-
cisely from the gradient of the surface state wave-function near the position of the atomic
nuclei. This also implies that, for a given atom, a pure p-like state, with an l = 1 spherical
harmonic component, should show no Rashba splitting. Only the hybridization of states
with l and l ± 1 characters creates an effective gradient. This is not necessarily true when
the orbital hybridization between neighboring atoms is taken into account. Recently, Ast
et al. proposed, in fact, that the Rashba strength parameters is the results of two terms: an
on-site contribution coupling orbitals of the same atom and a nearest-neighbor contribution
[62].

In the model developed by Bihlmayer et al. the hybridization of p and d states has
two different consequences on the spin splitting: on one side the asymmetry of the wave-
function is increased by the higher l term, but on the other side the atomic potential gradient
is particularly important in proximity of the nuclei and a p state should feel it more strongly
than a d state. This result suggests that different spin splitting of the Ag(111) and Au(111)
surface states is due to their different p-d ratio (9.5 for Ag and 3.3 for Au). Moreover, also
the p-s ratio of Ag suggests a more pronounced p character of its surface state.
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Figure 2.6: Contribution to the Rashba splitting in Au(111) and Gd(0001) arising from the
individual layers of a film. The surface layer is denoted by S, deeper layers by S - 1, S - 2.
The inset shows the contribution to the Rashba splitting coming from a sphere around the
surface atom of Au(111) as function of the sphere radius [61].

Large efforts have resulted in the improvement of the original Rashba-Bychkov model,
with the extensions proposed by the tight-binding calculations of Petersen et al. [44] and by
first-principle calculations [56, 61]. Nonetheless, a microscopic description of the underly-
ing physical mechanism is substantially missing. An attempt to fill this gap was proposed
by Ryong Park et al., who developed a novel model to explain the connection between large
atomic SOC, the potential gradient at the surface and the asymmetry of the wave-function
[63].

The most important aspect of this theory is the assumption of a nonzero of a local
Orbital Angular Momentum (OAM). Generally, in the case of a periodic crystal, such OAM
is quenched by the crystal field. This is not the case when large atomic SOC is taken into
account. SOC makes the description of the eigenstates in term of (l, ml) states, e.g. pure
p states, not valid. The solutions of the Hamiltonian are eigenstates of the total angular
momentum J . This nonzero local OAM yields an asymmetric charge distribution, i.e. an
electric dipole at the surface. This process is formally described by building suitable Bloch
states as superposition of J = 1/2 states characterized by the quantum numbers (k, n̂). The
first is the wave-vector of the delocalized state, while the second described the orientation
of the total angular momentum.

Figure 2.7 a shows a schematization of one of these states, with n̂ (L) oriented along
the x direction. The density of states depends both on k and n̂, and Figure 2.7 b and c
show cuts in the x-integrated charge density for two wave-vectors, for a given J . Clearly
the electron distribution is larger (smaller) for negative (positive) z values. The asymmetry
is reduced for smaller k (panel a). Such asymmetry stems from the superposition of free
electron and local OAM states. When the phase velocity of the electron and the OAM are
aligned there is a constructive interference (for z < 0) and a higher charge density.
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Figure 2.7: a shows a tight-binding state built with J1/2 states, centered at different atomic
positions. The phase of the resulting wave-function is defined by the grey sine function.
b and c show two electron density distributions for different wave-vectors k. In both the
cases the electron distribution is mainly found in the negative z space, but for smaller k the
anisotropy is reduced. This suggests the formation of an electric dipole at the surface [63].

The broken symmetry at the surface is still a mandatory ingredient of the model, be-
cause it is responsible for the electric field ES at the surface, which couples with this
electric dipole. The latter is proportional to L × k, hence the maximum coupling with the
field is achieved for L× z parallel or antiparallel to the wave-vector. This locks the dipole
orientation, i.e. J (L), to the wave-vector, originating a chiral local OAM. The alignment
of ES , k and L is shown in Figure Figure 2.8 a. Owing to the strong SOC, S is anti-
aligned to L, resulting in a chiral Spin Angular Momentum (SAM). Figure 2.8 b reports
the SAM and OAM structures. Interestingly, the model predicts an opposite direction for
the spin patterns with respect to the Rashba model, and experimental results for Au(111)
are apparently consistent with this new description, as it is schematized in Figure 2.8 c
[63].

Circular dichroism in ARPES experiment was proposed to give a direct insight in the
chiral local OAM structure [64, 65]. Kim et al. compared the spin degenerate Cu(111)
surface state with Au(111). Figure 2.9 a-g show the result for the Au(111) case. Panel
a and b show the Fermi surface and the band dispersion along the kx = 0 direction for
right circular polarized light (RCP), while c and d show the similar results for left circular
polarized light (LCP). Panel e and f display the circular dichroic (CD) signal. The band
splitting is well resolved in the dispersion, and it is visible in the CD data, where the signal
is negative (positive) in the ky > 0 (< 0) region. Figure 2.9 g shows the averaged CD
signal for the inner and outer branches as a function of the azimuthal θ angle, for different
binding energies. A sine function is fit to the data, with magnitude linearly proportional to
k. The CD signal in the case of Au is three times larger than for Cu (not shown), suggesting
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Figure 2.8: a shows the interaction of the electric dipole with the surface electric field
Es. The dipole is proportional to L × k, hence the direction of L is constrained to be
orthogonal to the wave-vector and toEs. This OAM chiral pattern is transformed in a chiral
SAM pattern by strong spin-orbit coupling (b). The latter is opposite to the prediction of
the Rashba model (see c) and the result of this model is consistent with the experimental
results for the Au(111) surface states [63].

a stronger OAM for the former. Moreover, in the case of Au(111) the inner branch carries
35% larger OAM than the external branch.

In order to elucidate the chiral OAM and SAM structures, the authors performed also
first-principle DFT calculations on Au(111). Both the the calculated orbital momentum,
and the associated spin chirality, are consistent with the experimental results, except for
the difference in OAM between the two spin branches. This was addressed by an analysis
of the orbital contribution to the OAM. Both the 5d and 6p orbitals of Au determine the
magnitude and direction of the orbital momentum. The most relevant findings are that the d
band contribution dominates, with equal orientation for both the inner and outer branches.
On the contrary, the p component has different sign in the two. The final OAM is the same
but since it is differently built by the p and d orbitals the resulting CD signal is different.

Finally, the authors developed an effective tight-binding like Hamiltonian, in order to
show how the chiral OAM and SAM evolve as a function of the atomic SOC α. Figure 2.10
a shows that for small α the outer branch displays always opposite OAM and SAM, while
the two are aligned in the inner band. When α increase, the outer branch retains the same
anti-alignment, but the inner branch instead shows a peculiar evolution from parallel to
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Figure 2.9: ARPES results for the Au(111) surface states. a and b shows respectively
the Fermi surface and the band dispersion along the direction kx = 0 line (dashed line in
panel e) taken with right circular polarized light. c and d show the same for left circular
polarization. e and f show the RCP - LCP data. (g) circular dichroic (CD) as a function
of the azimuthal angle θ. Data from the inner and outer branches of the surface states are
summed in this estimation to have averaged CD [64].

anti-parallel for decreasing k values. This effect arises from the competition of the atomic
SOC term of the tight-binding Hamiltonian (k-independent) with the term describing the
interaction between the surface electric field and the surface dipole (k-dependent).
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Figure 2.10: a and b show the SAM and OAM structures calculated respectively for small
and large SOC parameter α, for the inner band (top) and the outer band (bottom). The red
and blue arrows represent SAM and OAM, respectively [64].

2.1.3 Spin-split surface states in different material surfaces

The goal of unveiling the origin of the spin orbit splitting in the Au(111) surface states has
fuelled the development of new theoretical models and motivated fast technical progresses
both in ARPES and especially in spin resolved ARPES. Nevertheless, the (111)-terminated
surface of noble metals is not the only system hosting Shockley surface states, and the
existence of spin split bands was reported at several different surfaces, after the seminal
work of LaShell [10].

Transition metals with large Z and large atomic SOC represent the best candidates for
giant spin splitting. The surfaces of W(110) and Mo(110) are characterized by a couple of
surface states, lying close to the border of the projected bulk band gap, whose splitting was
interpreted as arising from a Rashba-like interaction [67, 58]. The splitting was artificially
manipulated by evaporation of alkali metal (Li), and it was found to increase by more than
a factor 2 (from less than 0.2 eV to more than 0.5 eV). Such effect was interpreted as
arising from the modification of the surface potential gradient. A similar experiment was
performed by evaporating Au and Ag on top of W(110) and Mo(110) [68]. In this case new
extra states appear, but their splitting does not depend on the atomic spin-orbit coupling of
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Figure 2.11: a displays the dispersion of spin split surface states on bare Ir(111) and b under
graphene grown on Ir(111). c shows the dispersion of the surface state under graphene on
Ir(111) after exposure to ambient atmosphere for 15 min [66].

the extra ad-atoms, because the two noble metal yield splitting of similar magnitudes. The
origin of such effect is attributed to the substrate SOC, and the surface potential gradient
is discarded due to the very different electronegativity of Au and Ag with respect to the
Li atoms. In the case of transition metals the density of states close to the Fermi level can
exhibit a strong d-like character, and the higher l is supposed to explain the larger spin
splitting observed for W(110) [68].

A pair of spin split surface states was recently observed at the Ir(111) surface. This
system was investigated by combined ARPES, spin resolved ARPES and ab initio calcula-
tions in a 15-atomic-layer-thick slab of Ir [66]. Figure 2.11 a shows the spin split surface
states, characterized by a negative effective mass (opposite to the case of Au(111)) with a
Rashba parameter α = 1.3× 10−10eV m, more than four times the corresponding value of
Au(111). The calculations show that the spin split states arise from the hybridization of pz
and dxy states, thus confirming the existence of a l / l+1 mixing. The novelty of this system
is represented by the possibility to protect the surface states by growing graphene on top
of Ir(111). The presence of a carbon ML on the surface of the sample does not affect the
splitting, but only shifts the band towards smaller binding energy (see Figure 2.11b). A
strong influence of the surface potential on the splitting can then be discarded. The very
low reactivity of graphene, with respect to a metallic surface, explains the persistence of
the surface states after exposure to air (see Figure 2.11c). The stability of the spin split-
ting at ambient pressure is a promising achievement in the perspective of technological
application in spintronics.

ARPES investigations of the Shockley states are restricted to the populated part of
the bands, below the Fermi level. Some metals, such as Pd(111) and Pt(111), exhibit
surface states in the unoccupied density of states, whose existence was reported by inverse
photoemission and STS experiments [71, 72]. Deposition of Ag on the surface of Pt(111)
was proven to transform the surface state in a surface resonance, by increasing its binding
energy out of the projected band gap. For an Ag coverage equal to 2 or 3 ML the bottom of
the Shockley state lies below EF and two independent ARPES experiments reported this
band [73, 74]. Detailed ab initio calculations confirmed the spin splitting of this surface
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Figure 2.12: a displays the theoretical band dispersion of the surface states for the un-
reconstructed Au(110) surface along two high symmetry directions Y Γ and Y S [69]. b
schematic view of the surface Brillouin zone with the high symmetry points. c-f band dis-
persion along Y S respectively for unreconstructed (c), the 2 × 1 reconstruction (d), after
deposition of 1 ML of Ag (e) or 0.5 ML of Na (f) [70].

state, even though the intrinsic broadening of the surface resonance prevented a direct
experimental observation of the splitting [73].

It is important to point out that the Shockley surface states of noble metals are not
a peculiarity of the (111) face of the fcc crystals. Some of the experiments of this thesis
work deal with metallic substrates with reduced symmetry (Cu(110) and Au(110)) and also
these surfaces host Shockley states in the projected band gap at the Y high symmetry point
[75, 76]. In the case of Au(110) the combination of a large atomic spin-orbit coupling and
the anisotropy of the lattice were proposed to yield an anisotropic Rashba splitting with
magnitude in the range accessible to state of the art ARPES set-up [69]. Figure 2.12 a
shows the calculated band dispersion of the surface states of the unreconstructed Au(110)
surface along two high symmetry directions. Two distinct Rashba strength parameters are
found αx = 0.8 × 10−10eV m and αy = 0.17 × 10−10eV m, thus supporting a picture in
which the perturbation Hamiltonian is anisotropic. Similarly to Au(111), also the Au(110)
surface undergoes a reconstruction, leading in this case to a 2×1 super-periodicity. Exper-
imentally, such reconstruction influences the binding energy of the Shockley state, which
is moved above the Fermi level [70]. It is experimentally possible to prepare an unrecon-
structed Au(110), but only with a large density of defects. The surface state strongly feels
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Figure 2.13: b explains schematically the concept of band partner switching in topological
insulator, compared to the trivial topology shown in a. In the former case, while moving
from the first time-reversal invariant point (Λa) to the second (Λb) the composition of the
spin-split pair, degenerate at the Kramers point, changes. In the latter case the same two
states are degenerate at both the TRI-points [77, 78]. c and d show the same in the case
respectively of the band structure of Sb(111) (non-trivial) and Au(111) (trivial) [79].

this disorder, and the splitting is masked by the broadening of the state. Figure 2.12 b
reports a schematization of the surface Brillouin zone of Au(110) with the high symmetry
points of the native surface and of the reconstructed one. Figure 2.12 c and d show the band
dispersion along the S − Y − S direction respectively for the unreconstructed system and
for the 2×1 reconstruction, acquired at two photon energies (50 eV and 21.2 eV). The pos-
sibility of manipulating the binding energies of this state has been explored. Figure 2.12 e
and f show the effect of evaporation of Na and Ag. Similarly to the case of Pt(111) 1ML of
Ag (0.5 ML of Na) increases the binding energy of the Shockley state, but it also increases
the disorder at the surface, preventing the experimental observation of the spin splitting.

The study of strongly spin-orbit coupled systems has attracted a huge interest since
the recent discover of a new class of spin-split surface states, the so-called topological
insulators (TI). The number of experimental and theoretical investigation of these systems
has rapidly increased, and several reviews have already been published [80]. A formal
treatment of this subject is outside the scope of this section, and a more detailed description
is given in chapter 7. As mentioned in section 2.1.2 the broken inversion symmetry at
the surface lifts the Kramers degeneracy at all the points of the reciprocal space except
the so-called time reversal invariant (TRI) high symmetry points (Γ and M in the case
of hexagonal (111) face). At the TRI-points the surface states of opposite spins must be
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Figure 2.14: a displays a schematization of the evolution of the band gap of the alloy
Bi1−xSbx as a function of the Sb concentration x. For x > 0.07 the band gap is inverted
and the anti-symmetric states lie above the symmetric one. b shows the experimental band
dispersion for the compound with x = 0.1, five distinct bands cross the Fermi level, but
only three are surface states. The new topological nature of the system is clarified by the
spin resolved ARPES (c) revealing an odd number of spin-polarized bands crossing EF ,
fingerprint of a non-trivial spin topology [79].

degenerate. Two situations are possible. In the case of trivial surface states the pair of states
is conserved when moving from from Γ to M . On the contrary, in the case of a topological
insulator at any TRI-point the pair is formed by a different combination of bands: this effect
is called band partner switching. Figure 2.13 a and b show the two different topologies
[78]. At any energy in the non-trivial case, a constant energy cut (for example the Fermi
surface) intercepts only one, or in general, an odd number, of spin components. Since
scattering on non-magnetic impurity flips k, but cannot modify the spin, back-scattering is
forbidden in this special materials.

The concept of topological insulator was introduced by Fu and Kane [77, 78] who also
proposed special rules to evaluate formally the topological character of a given material.
They also proposed a simple criterion to search for possible candidates: semiconductors
with a small inverted band gap, in which symmetric and anti-symmetric states reverse their
ordering in the presence of strong spin-orbit coupling could manifest a non-trivial spin
topology. The best candidate is bismuth, a semi-metal with large atomic SOC. The va-
lence and conduction bands are derived from antisymmetric and symmetric p orbitals. Its
(111), (110) and (100) surfaces are characterized by surface states with complex disper-
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sion, whose spin splitting was first proposed [81], and successively verified by means of
spin-resolved ARPES [82]. The Bi(111) surface states are strongly anisotropic, forming
lobes elongated along the ΓM direction and an electron pocket around Γ, characterized
by a pronounced hexagonal warping. Sb(111) also exhibits a similar band structure [83].
Antimony is also a semi-metal with the same electronic configuration of the outer shell,
with chemical and physical properties similar to the ones of Bi, but for the atomic radius.
Bi(111) has a normal gap, but substitution with Sb was found to change the band structure
as shown in Figure 2.14 a. At a Sb concentration in the range 4%-7% the VB and CB state
cross. For larger Sb concentration the gap is inverted. The BiSb bulk alloy represented the
first experimental evidence of topological insulator [11]. Figure 2.14 b shows the band dis-
persion along ΓM , whose description is complicated by the presence of bulk and surface
states. Spin resolved ARPES helped to address the origin of the five bands crossing the
Fermi level along the high symmetry direction connecting the two TRI-points [79]. Fig-
ure 2.14 c shows that an odd number of spin polarized bands cross the Fermi level. This is
the fingerprint of a non-trivial spin topology. Figure 2.13 c shows schematically the band
partner switching in Sb(111), while panel d reports the trivial band structure of the Au(111)
surface states. The complete evolution of the band structure from the trivial insulator to the
topological insulator phase was studied for the tunable compound BiTl(S1−δSeδ)2 as a
function of the Se concentration δ [84].
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2.2 Giant spin splitting at surfaces and interfaces

2.2.1 Metallic surface alloys

Before the discovery of topological insulators in Bi-based materials, the observation of an
unexpectedly large spin splitting in silver surface alloys represented a major breakthrough
in the field of strongly coupled spin-orbit systems, and it contributed to raise the interest of
the scientific community.

Evaporation of a heavy element (Pb, Bi) with a nominal coverage of 1/3 ML on the
surface of Ag(111) results in the formation of a surface alloy with

√
(3) ×

√
(3)R30◦

periodicity, hereafter indicated simply by BiAg2, where the large Z atoms occupy substi-
tutional sites in the top-most layer [85, 86]. Figure 2.15 a and b display the results of first
principle DFT calculations, within the KRR method, along with the experimental band
structure of BiAg2 [87]. Two sets of spin split bands appear in the occupied DOS, la-
belled respectively Bi1 and Bi2. The calculation in a attributed to the former band mainly
spz orbital character. Bi1 lies entirely below the Fermi level and it disperses with a nega-
tive effective mass (−0.35 me) in the bulk L-gap reaching the maximum of its dispersion
at k = ±k0 = ±0.13 Å, where k0 hence indicates the momentum offset equal to half
of the momentum spin splitting. The resulting Rashba strength parameter α is equal to
3.05 × 10−10 eV m. The Rashba Energy ER, defined as the energy distance between the
top of the parabola and the crossing of the spin split branches, is two order of magnitude
larger than the equivalent ER of Au(111) (200 meV against 2.1 meV). The second pair of
spin split states crosses the Fermi level (four arrows indicate their kF ) with smaller mo-
mentum separation. The calculation reported in panel a fails in reproducing quantitatively
the value of the splitting, but it indicates the orbital origin of this second pair of bands,
which is ascribed mainly to the pxy states.

The striking novelty of this system is that a simple Rashba model cannot explain this
large splitting. Quantitatively, the atomic spin-orbit coupling should be proportional to the
number of heavy atoms probed by the surface state wave-function [49, 50, 51]. Hence, a
sub-monolayer coverage of Bi is expected to show reduced spin splitting with respect to
the Bi(111) surface. But that is not the case, and in the surface alloy αR is one order of
magnitude larger than for Bi(111). The origin of the giant spin splitting was theoretically
investigated from two distinct points of view, which had been already proposed in their
incipient forms for Au(111). The first model, developed by Premper et al. [56] and suc-
cessively refined by Henk et al. [87], is based on the existence of an additional in-plane
potential gradient, which is large in the case of surface alloy owing to the substitutional
sites occupied by the Bi atoms. The combination of the threefold rotational symmetry of
the fcc substrate, and the presence of six light Ag atoms surrounding the heavy ad-atoms,
results in an in-plane gradient potential which is enhanced by the broken inversion symme-
try in the < xy > surface plane. One of the most important ingredient of this model is the
outward relaxation of the Bi atoms with respect to the substrate ones, which contributes to
the origin of the in-plane gradient potential.

The electronic band structure of the BiAg2 alloy is characterized by a strong hexag-
onal warping of the spin split states. Figure 2.15 c and d show an experimental constant
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Figure 2.15: a and b shows the calculated and measured band structure of the Bi/Ag(111)√
(3)×

√
(3)R30◦ surface alloy. Two sets of spin-split states are observed, labelled with

Bi1 (mainly spz orbital character) and Bi2 (with pxy orbital character) in a. The latter
crosses Ef and arrows points to the four kF in b. c displays a constant energy cut at -0.55,
the contours C1-C2 are associated to Bi1, while C3-C4 to Bi2. The contours associated
to the external branches i.e. C4 and C2 have clear hexagonal symmetry. d is the spin
polarization component orthogonal to the surface. The contours of the bands are shown
with black line. The hexagonal warping is reproduced along with the Giant spin splitting
if an in-plane gradient potential is adequately taken into account. This new extra potential
term introduces also a non zero Pz value [87].

energy cut at -0.55 eV, along with the associated calculation of the spin polarization pro-
jected along the surface orthogonal. The outer contour (C4, associated to Bi2) reveals an
hexagonal shape, which is well reproduced by introducing the in-plane gradient potential
[56]. Spin resolved ARPES was performed on this system and Figure 2.16 a reports the
three Cartesian components of the spin polarization as obtained from an MDC along the
ΓK direction at -0.9 eV. The pxy derived surface states feel strongly the in-plane gradient
potential and they are characterized by the rotation of the spin polarization vector and by a
non-negligible Pz component along the ΓK direction. The spin polarization Pz displays a
sine-like behavior as a function of the azimuthal angle, i.e. Pz is maximum along ΓK but
it vanishes along ΓM . This observation is in agreement with the calculation of Figure 2.15
d and it points towards the presence of strong in-plane gradient potential [88].

Bihlmayer et al. proposed an alternative description of the physical mechanism at the
origin of the giant spin splitting. They attributed the key-role to the asymmetry of the
surface state wave-functions in the region of the (sub-)surface nuclei [89]. In the case of
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Figure 2.16: a shows the result of spin resolved ARPES on BiAg2 The three components
of the spin polarization vector are shown as extracted from an MDC at -0.9 eV. A non-zero
Pz value is observed, mainly due to the pxy derived surface states [88]. The Pz sine-like
behavior (not shown) confirms the calculations of ref [87] and the validity of the additional
in-plane asymmetry in the potential. b and c shows the results of calculations of the band
structure of BiAg2 obtained in a LAPW scheme. The magnitude of the spin splitting of the
surface states is well reproduced both for the Bi1 and Bi2 bands. The origin of the large
splitting is ascribed to the mixing of orbital character in the surface states wave-function
and to the resulting asymmetry in the wave-function [89].

a flat Bi/Ag(111) layer, the Bi1 surface states would have only spz character, with an s:p
ratio of 4:1. In the calculations this leads to a strong reduction of the spin splitting, which
becomes comparable to the one of Bi(111). Only by switching on the buckling of the heavy
atoms this ratio is modified and the p contribution gets larger (2:1). Moreover the structural
relaxation induces the mixing of the spz and pxy states and only when this condition is
achieved a correct numerical estimation of the splitting is obtained. Figure 2.16 b and c
show the results of the calculations, performed within the LAPW method, for the BiAg2
alloy without and including the spin-orbit interaction, for the case when the relaxation of
the Bi atoms is taken into account [89].

In both theoretical models the structure of the surface alloy plays an important role,
along with the atomic SOC of the substrate and of the ad-atoms. In order to disentangle
these contributions, similar alloys were grown by varying alternatively the heavy atom ad-
sorbed or the substrate. The complete substitution of Bi with Pb gives origin to a pure
PbAg2 alloy, and the very similar atomic radii of Bi and Pb enable the formation of mixed
BixPb1−xAg2 surface alloys, as well. Both these systems were subject of ARPES experi-
ments [90, 91], and a summary of the results is shown in Figure 2.17. Pb has one electron
less than Bi ([Xe]4f145d106s26p2 vs [Xe]4f145d106s26p3), and this explains in a simple
rigid band shift the position of the top of the spz band above the Fermi level (Figure 2.17
a for x = 0). Mixing with Bi introduces a broadening of the states, due to disorder, and
a continuous shift of the surface states towards higher binding energies (Figure 2.17 b for
x = 0.5 and c for x = 1). The Rashba parameter α evolves from the one of PbAg2 to the
one of BiAg2, as shown in Figure 2.17 d. These results reinforce the idea that atomic spin
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Figure 2.17: a-c show the measured band dispersion along the ΓK high symmetry direction
for the BixPb1−xAg2 mixed alloy, respectively for x = 0; 0.5; 1. The first case represents
the pristine PbAg2 system. The spz derived band crossing lies above EF , the splitting is
reduced by a factor four with respect to the BiAg2 (panel c). In the mixed alloy the bands
evolve continuously from the one of pure Pb to pure Bi. All the Rashba parameters evolve
with the Bi concentration, and panel d shows the behavior of the Rashba strength parameter
α [90].

orbit coupling alone cannot account for the magnitude of giant spin splitting in the surface
alloy, because Pb and Bi have very similar Z values (respectively 82 and 83) and similar
6p atomic spin orbit coupling (respectively 0.91 eV and 1.25 eV), and they should display
comparable splitting, while there is factor four between them.

An interesting property of the Rashba spin split surface states not yet mentioned, is a
variation of the density of states in the energy window between the top of the parabolic dis-
persion (bottom in case of positive mass dispersion, as in Au(111)) and the crossing point
of the spin-split bands. In such region the DOS deviates from the constant value char-
acteristic of a two-dimensional system, and it acquires a 1/

√
E behavior typical of one-

dimensional systems. Therefore, the DOS presents a singularity at the band extremum,
which was proposed to have dramatic consequences on the electronic properties of the
system when the singularity lies close to the Fermi level. An enhancement of the super-
conducting critical temperature (TC) [92, 93] was proposed along with a strong variation
of the electron-phonon coupling with consequent lattice instability and polaron formation
[94]. The singularity in the DOS was experimentally resolved, even though convolved with
the experimental resolution, in STS experiments for both the BiAg2 and PbAg2 surface al-
loys [95].

The mixed alloy offers the unique possibility to tune in a controlled way the DOS-
singularity across the Fermi level. High resolution ARPES experiments at liquid He tem-
perature have been performed on this system at the early stage of this PhD work, but none
of these exotic scenarios could be confirmed. On the other hand, spin resolved ARPES
experiments performed on the BixPb1−xAg2 mixed alloy reported the existence of an
unconventional spin texture of the surface states when x changes between x = 0.5 and
x = 0.6 (i.e. when the singularity is shift below EF ). In the former case the inner and
outer branches of the surface states at EF have anti-parallel spin polarization vectors while
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in the latter case the two vectors are parallel. Figure 2.18 a and b show the spin resolved
ARPES data for x = 0.5 and x = 0.6. The spin resolved intensity of the MDC extracted
at -50meV shows the change in the spin texture, which translates in a different helicity of
the inner and outer branches for the two Bi contents [91].

The first experiments performed on the BiAg2 and PbAg2 surface alloys revealed the
complex interplay between several parameters, whose singular role was studied thoroughly
by L. Moreschini [96]. The contribution of the atomic spin orbit coupling of the ad-atom
was investigated by substituting Bi with Sb [97]. Sb shares the same electronic config-
uration of the outer shell of Bi (s2p3) and it is characterized by a smaller atomic radius,
which reflects in the smaller outward relaxation of the adsorbed atoms in the substitutional
site (10% instead of the 15% for Bi) as obtained by ab initio calculation within the KRR
method. The calculations show a similar degree of spz and pxy orbital hybridization for
both the Sb and the Bi alloys. The combination of a similar structural relaxation and a
similar admixture of different orbital characters was predicted to generate a strong in-plane
gradient potential, comparable to the one reported for Bi/Ag(111). The existence of such in
plane gradient potential was confirmed experimentally by the presence of a strong hexago-
nal warping of the Sb derived surface states.

The striking difference between the Sb and Bi alloys is that in the former system the
spin splitting is much smaller, and it is observable only for the pxy states at high binding
energy (-0.55 eV). Moreschini et al. ascribed this difference in the spin splitting to the
difference between the Bi 6p atomic spin orbit coupling (1.25 eV) and the Sb 5p value (0.4
eV) [97]. The authors concluded that the in-plane gradient potential alone is ineffective
in producing the spin splitting, and it has to be supported by a strong atomic spin-orbit
coupling. Interestingly, spin resolved ARPES experiments revealed an unusual modulation
of the three cartesian components of the spin polarization. The measurement was repeated
by varying the experimental conditions (sample alignment, photon energy and light polar-
ization) in order to distinguish final state from initial state effects. The authors assigned
their experimental results to the coherent superposition of two different spinors, which is
possible in SbAg2 because the energy splitting is comparable with the intrinsic line-width
of the surface states [98]. The possibility to tune almost independently the Rashba strength
parameter α and the binding energies of the surface states was proposed and successively
experimentally verified in the BixSbyPb1−x−yAg2 system [99, 100].

The out-of-plane surface potential gradient was the second important term of the Rashba
model to be investigated. Similarly to previous studies of the Au(111) surface states, rare
gas (Xe) was adsorbed on the surface of Bi/Ag(111)

√
(3)×

√
(3)R30◦, leading to a new

(4×4) super-periodicity. Surprisingly, the surface alloy did not present any variation of the
splitting, but only a back-folding of the native bands on the new surface periodicity. This
result strongly confirmed the hypothesis that the potential gradient orthogonal to the surface
is only weakly contributing to the spin splitting, and the predominant physical mechanism
must be found elsewhere [101].

The influence of the substrate on the giant spin splitting in BiCu2 was explored in three
independent works. Moreschini et al. proposed that the reduction of the the spin splitting
by a factor four is due to the reduction of the atomic spin-orbit coupling of the substrate
(0.03 eV for Cu and 0.11 eV for Ag) [104]. Bentamann et al. instead proposed a different
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Figure 2.18: a-b show spin resolved ARPES data of BixPb1−xAg2 respectively for x = 0.5

and x = 0.6 measured at a binding energy of 50 meV. The figures display the total spin
integrated intensity along with the spin-resolved intensity curves projected on the y axis of
a MDC along ΓK [91].

picture, which was motivated by ab initio calculations: the difference in spin splitting
is determined by the different orbital compositions of the surface states. The latter is a
direct consequence of the different relaxation of the Bi atoms on the Ag(111) and Cu(111)
substrates. The authors stressed the fact that the atomic SOC of the substrate has only little
influence on the splitting: in fact, in their ab initio calculations, the atomic SOC of Cu was
artificially increased to match the one of Ag. Surprisingly the modified value did not affect
the spin splitting [102].

Spin resolved ARPES experiments on BiCu2 were performed by Bentmann et al.
[103]. Figure 2.19 a and b show the experimentally determined spin orientation along
with the calculated one. The direction of the spin polarization, combined with the negative
effective mass of the surface states, lead to a negative Rashba strength parameter, Au(111)
is characterized, for example, by a positive value. In order to understand the physical
meaning of this negative value, it is necessary to go back to the definition of αR as the
strength of the potential gradient projected on the surface states wave-functions. The sign
depends on where the charge is localized, and the authors noticed an imbalance of charge
close to the Bi nucleus with a larger density on the substrate-facing side. Figure 2.19 c
shows a two-dimensional cut through the charge density, and a larger value is observed in
the subsurface region below the Bi atom. Bentmann et al. predict a similar behavior for all
surface alloys and interpret the localization of the wave-function as the result of a strong
hybridization of the adsorbate spz orbitals with the underlying substrates states. This hy-
bridization is affected by the relaxation of the heavy atoms, and the spin splitting certainly
bears information on the bonding properties.

The spin polarization of BiCu2 was also discussed by Mirhosseini et al. emphasiz-
ing the unconventional spin textures of the spin-split surface states in the unoccupied DOS
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Figure 2.19: a displays the measured band dispersion of BiCu2 along the ΓK high symme-
try direction. Blue and red triangles indicate the band position for the single spin channel as
obtained from spin resolved ARPES measurements. The spin topology, combined with the
negative effective mass, results in a negative α parameter. The negative sign is proposed
to reflect the peculiar asymmetry in the charge distribution around the Bi atoms, with a
higher density in the region facing the underlying substrate. This picture is sustained by
panel c, which shows a two dimensional cut thorough the density of charge in the plane
orthogonal to the surface [102]. d shows the results of ab initio calculations performed
in the KKR method for BiCu2 [103]. The data confirmed the calculation of panel b, but
they also show a peculiar change in the spin topology for the surface states lying at higher
energy (un occupied DOS).

[106]. These states were investigated with the use of 2 photon photoemission (2ppe) and
Figure 2.19 d shows the results of band calculation within the KRR method. The orienta-
tion of the spin-split states below the Fermi energy is anti-parallel for the two spin branches,
in agreement with the Rashba model. The pairs of spin-split states above the Fermi level
violate the conventional spin topology and the two branches have the same spin helicity.
This finding is interpreted as arising from the hybridization of the outer spz branch with the
inner pxy branch, made possible by the Bi buckling in the surface alloy [106]. We notice
an intriguing connection between this finding and the aforementioned transition between
conventional and unconventional spin texture in the BixPb1−xAg2 mixed alloy [91]. In
the latter, the spin polarization is extracted from an MDC a the Fermi level. As the x con-
centration increases, the pxy derived states shift down in energy. The Fermi level position
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Figure 2.20: Characteristic experimental parameters for a Rashba system, such as a mo-
mentum offset, b Rashba energy, and c Rashba constant are shown as a function of the
outward relaxation ∆z. The lines are drawn as a guide to the eye [105].

approaches the top of the pxy band dispersion where the hybridization is realized and the
spin topology is inverted. It would be of interest to study the spin polarization for two
different x concentrations but at the same energy distance from the top of the pxy surface
states, in order to verify the accordance with the model developed by Mirhosseini et al.
[106].

Many experimental and theoretical works have pointed out the important role played by
the heavy atoms buckling in defining the magnitude of the spin splitting. In order to fully
understand the role of the geometry and of the local ordering in the alloys, a complete study
of the outward relaxation ∆z of the different surface alloys was performed by means of
quantitative IV-LEED experiments [105], and the results were compared with the measured
spin splitting. Figure 2.20 summarizes this analysis by showing on a same graph, as a
function of ∆z, respectively the k0 value (a), the Rashba energy (b) and α (c). For Ag(111)
and Cu(111), by considering the two substrates separately, a clear trend is observed: larger
relaxation leads to larger spin splitting. The difference between alloys grown on Ag or Cu
was proposed to arise from the different orbital composition of the surface states [105].

The giant spin splitting is based on the complex interplay between many parameters
which compete with similar strength. To shortly summarize, the spin splitting in surface
alloys is almost unaffected by the out-of-plane surface gradient potential because the sur-
face states are localized around the heavy atoms nuclei in the region pointing towards the
subsurface layer. The localization arises from the hybridization of the spz orbital of the
heavy atom with the substrate states. The spin splitting depends on this hybridization and
also on the mixing of the spz and pxy orbitals of the ad-atoms. Both these hybridizations
depend on the surface relaxation of the alloy. The buckling of the heavy atoms also con-
tributes to form an in-plane-gradient potential, which explains the hexagonal warping of
the surface states and the existence of a spin polarization orthogonal to the surface. The
relation between the anisotropy in the potential and the anisotropy in the wave-function
has never been quantitatively explored, but naively the two effects seem to be deeply con-
nected. None of these ingredients is sufficient to produce spin-split states, unless a strong



2.2. Giant spin splitting at surfaces and interfaces 39

atomic spin orbit coupling is also present. From a radically different point of view, one
may argue that all the aforementioned ingredients are responsible for a chiral local orbital
angular momentum (OAM) which is translated in a chiral spin angular momentum (SAM)
in the presence of a strong spin orbit coupling.

2.2.2 Exporting the Rashba-Bychkov effect in semiconductors

The large spin splitting achieved in the surface state of metallic alloys represents an attrac-
tive candidate for the development of spintronics devices. In these systems, however, the
spin polarized bands lie in the partial L band gap, and, at the Fermi level, a high density
of charge carriers belongs to the spin degenerate substrate conduction band. Metallic spin-
split surface states in a bulk semiconductor represent the key ingredient for the creation
of a spin field-effect transistor (spin-FET), as the one proposed by Datta and Das already
in 1990 [107]. Materials with Dresselhaus spin-split states (as semiconductor heterostruc-
tures) were initially proposed for hosting spin polarized current. The spin polarization PS
can be manipulated and rotated along a defined precession axis by applying an external
magnetic field. Unfortunately intrinsic scattering partially re-orients the electron momen-
tum k and consequently the precession axis, resulting in a spin relaxation, or dephasing. It
is therefore necessary to reduce the length required to manipulate externally PS , lowering
it below the dephasing length: this can be obtained by exploiting systems with larger spin
splitting.

These considerations motivated large efforts for transferring the giant spin splitting of
metallic alloys to semiconducting substrates. Silicon in particular was chosen as first tem-
plate to export "naturally" the new electronic properties to technological devices. Bismuth
on Si(111) yields two different
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3R30◦ reconstructions, studied by several LEED
[108, 109] and X-ray diffraction (XRD) studies [110]. The first is the α phase characterized
by a 1/3 ML coverage, in which Bi atoms occupy the so-called T4 lattice site (hollow site).
The second is the β phase in which every Bi atom is replaced by a Bi trimer, centered at
the T4 site, resulting in a 1 ML coverage. Because of the broken inversion symmetry in the
surface plane, the trimer phase hosts a strong in-plane asymmetry of the potential gradient,
and it was subject of several ARPES and spin resolved ARPES studies [111, 112, 113].

Figure 2.21 a displays the band structure along the ΓMΓ high symmetry direction.
Three distinct states, labelled S1, S2 and S3, are observed. In particular S1 disperses with
negative effective mass with a momentum offset of the maximum in proximity of M equal
to 0.126 Å−1. This offset is a as signature of a large spin splitting. This hypothesis was
confirmed by ab initio calculations with the KKR method, and Figure 2.21 b reports the
calculated band dispersion along ΓMΓ. The two S1 branches, which cross at the time-
invariant point M , reveal opposite spin polarization. The spin splitting was ascribed to the
in-plane asymmetry of the potential gradient resulting from the breaking of the in-plane
inversion symmetry.

Frantzeskakis et al. combined new ARPES results with band calculations based on
the nearly free electron model and the tight-binding model [112]. The authors proposed
an alternative explanation for the large spin splitting of the S1 state. Figure 2.21 c and d
show the comparison between TB calculations without and including spin-orbit interaction.
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Already in the former, the maximum of S1 is shifted away from theM point. In Bi/Si(111)
the large momentum offset is therefore inherent in the characteristic band structure of the
system [112].

Figure 2.21: a and b show experimental and calculated band dispersion of Bi/Si(111)
√

3×√
3R30◦ β phase along ΓMΓ. Several bands are observed, S1 in particular is constituted

by two branches, degenerate at theM point. The ab initio calculations confirm that the two
branches are spin polarized [111]. The origin of the large spin splitting was investigated
by means of tight-binding calculation, whose results are reported in c and d, respectively
without and with SOC. In the absence of SOC the S1 state presents already a shift of
the maximum from M . The large magnitude of the spin splitting of this interface results
therefore from a inherent property of band structure of the trimer structure

A complementary point of view of the band structure of the Bi β phase was given by
Sakamoto et al. in a combined ARPES and spin resolved ARPES study, which confirmed
the spin polarization of the Bi induced bands [113]. Moreover the very high quality of the
interface revealed the spin degeneracy of the surface states at all the high symmetry points.
In the RB model the spin degeneracy is a consequence of the time reversal symmetry,
which is not preserved at the K point, where the two S1 spin branches are experimentally
observed to be degenerate. This was proposed to be a non Rashba-type spin splitting, aris-
ing from the peculiar group symmetry. The use of constant energy maps helped in assessing
the topology of the spin helicity at the different high symmetry points: a vortical spin ar-
rangement is found at Γ, in agreement with a normal Rashba model, but also at K. The
two vortical spin structures lead to a non-vortical spin arrangement at M , demonstrating
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for the first time that time reversal symmetry is not a sufficient condition to yield a vortical
spin texture [113].

A peculiar spin splitting at the K high symmetry point was reported also for a similar
interface, Tl/Si(111)
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3R30◦ [114]. Figure 2.22 a and b show the results of spin
resolved ARPES measurements along the ΓK direction (Γ at θ = 0◦ andK at θ ∼ 34◦). In
panel a the Mott detector was sensitive to the in-plane spin component. The spin branches
have equal intensity at Γ, as expected in a Rashba model, but their relative intensity varies
with the angle. The magnitude of the spin splitting is small if compared to the Bi/Si(111)
system, and in fact spin integrated ARPES failed to detect this splitting. The most intrigu-
ing information is provided by the spin resolved EDCs of panel b, when the spin polariza-
tion PS was measured in the direction orthogonal to the surface. No splitting is observed
up to θ = 26◦, but then a clear split is detected (large enough to be reported also with
conventional ARPES). This result indicates that Ps rotates when approaching the K point,
resulting in a net 100% out-of-plane polarization. This effect is new, and not observed
in Bi/Si(111). Normal vortical spin textures would be expected, as a result of relativistic
band calculation, at Γ and M . A clockwise spin helicity is found around the latter point,
and conversely anticlockwise at the former high symmetry point. The combination of the

Figure 2.22: a and b show spin resolved ARPES spectra of Tl/Si(111)
√
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√

3R30◦.
In panel a the photoelectrons have P parallel to the surface and perpendicular to the ΓK

direction, while b displays the spectra for P perpendicular to the surface. In Tl/Si(111)
θ = 0◦ corresponds to Γ and θ ∼ 32◦ corresponds approximately to K. The insets indicate
the P of the detected electrons [113].



42 Chapter 2. Spin Orbit Interaction at Surfaces

two, in principle, lead to an undefined (in the frame of a simple Rashba-Bychkov model)
in-plane Ps value at K. This experimental finding reveals the existence of an unconven-
tional out-of-plane spin polarization, which might be of interest for manipulating the spin
polarization in spintronics devices.

A large spin splitting was also achieved in surface resonances, i.e. states mostly local-
ized at the surface but outside the projected band bulk gap induced by adsorption of heavy
atoms (Bi and Pb) on Ge(111). Bi/Ge(111)

√
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3R30◦ displays split states around M ,
very similarly to the silicon case [115]. Ab initio calculations in the LAPW + local orbital
scheme confirmed the spin-orbit splitting. This is ascribed to the orbital hybridization of
the different Bi p states, which determines a strong anisotropy of the wave-function along
z, in a picture that closely resembles the one proposed by Bilhmayer in the case of Au(111)
[61] and in the metal alloys [89]. The calculated charge distribution around the Bi nuclei,
where the potential gradient plays a stronger role, shows that the p-like orbital is asymmet-
ric and tilted by∼ 35◦ owing to the 6px 6pz hybridization. The charge density map implies
that the asymmetry of the wave-function depends on the bonding angle, hence on the local
absorption geometry.

Figure 2.23: a shows the band dispersion of Pb/Ge(111)
√
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√

3R30◦ along MΓ1M .
Three Pb induced bands are observed (S1, S2 and S3), and most notably S1 crosses the
Fermi level and it is split into two. The spin resolved EDCs reported in panel b clearly
revealed the spin polarized character of the three bands [116].

All these Bi (or Tl)-based interfaces are semiconductors: no spin-split bands contribute
to the density of charge at EF . In the perspective of spintronics application metallic spin
polarized states embedded in a semiconducting substrate are desirable. Such a special
condition was obtained for the first time in Pb/Ge(111)
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3R30◦, a Pb dense phase
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with a 4/3 ML coverage. ARPES and ab initio calculations were performed on this system,
and the main results are summarized in Figure 2.23 [116]. Panel a shows the measured
band dispersion along MΓ1M , and three different Pb induced bands are present, labelled
S1, S2 and S3. In particular, S1 crosses the Fermi level with a clear splitting, whose
origin was investigated by spin resolved ARPES. A spin polarization is observed for all the
bands: Figure 2.23 b shows that all the spin up and spin down EDC components are non
degenerate, except the one at 30◦, corresponding to the center of the second Brillouin zone
Γ1. A fully relativistic calculation confirms the Rashba-type splitting. Pb atoms placed
in different adsorption sites carry different contribution to the spin splitting. In particular
Pb in the H3 coordination site displays a strong asymmetry in the wave-function, due to
hybridization of pz and pxy orbitals.

2.2.3 Spin splitting in confined quantum well systems

The drawback of the Pb/Ge(111) interface is the lack of compatibility with the silicon based
technology, and this limits its practical exploitation. An alternative strategy was explored
to transpose the metallic spin polarized surface states to a silicon substrate: Si(111) is used
as a template for the growth of a thin Ag film, which hosts the BiAg2 alloy. When the
thickness of the metallic film is comparable to the electron coherence length, the electronic
band structure close to the Fermi level reflects this confinement effect. The electrons are
described as Bloch standing waves in the plane parallel to the surface, while the behavior
along the surface orthogonal is solution of a quantum well-type problem. The reduced
thickness is not the only requirement for the formation of quantum well states (QWS): the
confining potential, in fact, is due to the simultaneous presence of a bulk band gap and the
vacuum level. The physics of quantum well states has been studied thoroughly in the case
of sharp metal-metal interfaces, such as Ag/Au(111) [117]. In this case the difference in
energies between the two noble metal L-gaps is sufficient to sustain the quantization along
z.

Si(111) was also found to support the formation of QWSs when a sharp interface with
a metallic film is formed. Pb/Si(111) represents an interesting example of spin split QWSs,
but the magnitude of the splitting is very small (α ∼ 0.04) and similar to the values of semi-
conducting heterostructures [120]. Other systems display large spin split QWSs, namely
noble metal or Al films on W(110) [68, 121] but in all these systems the origin of the split-
ting is ascribed to the interaction of the confined standing waves with the heavy atoms at
the substrate interface, and in fact the magnitude of the splitting is inversely proportional
to the film thickness.

Thin films of Ag on Si(111) were reported to form QWSs, whose electronic properties
have been the subject of several ARPES studies [118, 122]. Figure 2.24 a shows an exam-
ple of the experimental band structure along ΓK for 11 ML Ag coverage. The Ag surface
state (ν = 0) and three distinct QW states (ν = 1−3) are observed. When Bi is evaporated,
the topmost Ag layer forms the alloy and the electronic band structure results from a com-
plex interplay between the surface states of BiAg2 and the QWSs of Ag/Si(111). Several
experimental works investigated the BiAgSi trilayer system, both with the use of ARPES
and spin resolved ARPES [123, 124, 119]. The key findings are well summarized in Fig-



44 Chapter 2. Spin Orbit Interaction at Surfaces

Figure 2.24: a displays the band dispersion of Ag/Si(111) for 11 ML Ag coverage, along
the ΓK high symmetry direction. The Ag surface state (ν = 0) and three distinct QW states
with (ν = 1− 3) are observed [118]. b and c show, at two photon energies (hν = 49.6 eV
and hν = 28.0 eV) the modification in the band structure after evaporation of 1/3 ML of
Bi, in the case of 15 ML Ag coverage. In b the quantum well states of the confined Ag are
well resolved. At lower photon energy, the cross-section heightens the signal of the surface
states of the alloy. Both the features (QWSs and spin split states) are present at the same
time. In addiction, the two interact and hybridize forming gap [119].

ure 2.24 b and c, which show the band dispersion for a 15 Ag ML coverage, along the ΓM

direction at two different photon energies (respectively hν = 49.6eV and hν = 28.0eV).
In the former case the cross-section of the photoemission process enhances the signal asso-
ciated to the QWSs, which are still present after the alloy formation, even though they are
shifted downward in energy due to the modification of the confinement conditions induced
by the BiAg2 formation. In c the lower photon energy enhances signal from the Bi alloy:
the spin split surface states are resolved, with the same characteristic parameters (ER, k0
and α) of the alloy formed on the pristine Ag(111) surface [87].

Interestingly, the bands arising from the QWSs and from the Bi induced surface states
interact and hybridize, and gaps are opened to avoid the band crossing. No appreciable spin
splitting was reported for the QWSs, but similarly to the case of Pb/Si(111) one may infer
the existence of such effect, even if the experimental resolution is insufficient to resolve it.
This is important to understand the interaction of the Ag QWSs with the spin split surface
states. The gap is in fact spin selective due to the spin selective hybridization between
one surface state branch and the parallel spin component of the quantum well states. The
antiparallel spin component disperses with unchanged free electron-like behavior. These
features were independently confirmed by theoretical calculations [124], a surface states-
QWS hybridization model [123] and finally by spin resolved measurements [119] whose
results are reported in Figure 2.25. The two panels show respectively the spin-up and the
spin-down components of the band structure along ΓM . In the region highlighted by a
white dashed rectangle, three spin-up bands disperse with parabolic behavior while spin-
down states are seen to be dispersion-less.

The almost spin degenerate quantum well states of Ag constitute a transport channel
alternative to the spin polarized ones offered by the surface states, similarly to the Ag
conduction band in BiAg2, but the total charge carrier concentration is strongly reduced
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Figure 2.25: a and b shows second derivative of the spin resolved ARPES spectra along
ΓM in the BiAgSi trilayer system. a reports the spin up channel, while b the spin down.
In the region enclosed by a dashed white rectangle, in the left panel three QWSs disperse
with unchanged free electron-like behavior. In the right panel, instead, dispersionless states
are observed. This support the scenario of spin polarized gap, arisen from the selective
hybridization of the QWSs with the spin split surface states [119].

with respect to the bulk system.For this reason the BiAgSi trilayer system represents a
step forward in the direction of spintronics applications. Moreover, the partial gap offers
a unique way to tailor the spin transport in this system. This motivated a detailed study
of the spin polarized gap, especially focused on its symmetry, along with the investigation
of a feasible way to manipulate its energy position. The results of this investigation are
described in the next chapter.
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3.1 Conductance properties of a Rashba system

The investigation of strongly spin-orbit coupled systems is partly stimulated by the prospect
of forthcoming future spintronic applications. The discover of Rashba - Bychkov effect in
oxides (KTaO3 [125]), in semiconductors (BiTeI [48]) or in semiconductor based inter-
faces [111] represented some of the major steps-forward in this direction. Similarly, the
discovery of topological insulators has been another breakthrough [77, 11].

The possibility to interface the BiAg2 surface alloy with a Si substrate is of particular
interest because the growth of metallic films with nanometer thickness constitutes a central
topic of spintronics. The confinement along the c axis increases the surface-volume ratio
and it gives rise to quantum effects. For instance, as noticed in section 2.2.3, Ag films on
Si(111) host the formation of quantum well states [126], whose spin and electronic proper-
ties can be modified and controlled by the adsorption of specific atoms. In particular, large
Z atoms (Pb and Bi) induce surface states with giant spin splitting [124, 127], while alkali
metals (Na) provide a tool for controlling the position of the Fermi level in the material
[128].
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3.1.1 Tunneling conductance

Various theoretical and experimental works have addressed the connection between the
conductance properties and the electronic band structure. Srisongmuang et al. proposed
that in-plane tunneling spectroscopy may provide a direct way to measure the Rashba en-
ergy ER [129]. They modelled a junction between a metal and a RB system. Figure 3.1
shows the calculated conductance for two different cases: when the spin-split surface states
lie partially below EF (left) or when the band is totally unoccupied (right). In the former
case the current flows from the metal to the RB system when a negative voltage is applied,
while on the other hand in the latter case a positive ∆V is necessary. Apart from the sign
of the voltage the two results are identical: the conductance is characterized by two re-
gions with respectively parabolic and linear behavior. The conductance increases from the
bottom of the spin-polarized band. The slope decreases continuously up to a kink, whose
energy position corresponds to the crossing point of the two spin-split branches. Hence, the
difference in energy between the rise and the kink (Eλ) is exactly equal to the Rashba en-
ergy (ER). The main difference with similar previous studies [130, 131] is the introduction
of an interfacial spin-flip scattering, which results from the presence of magnetic impurities
in the substrate or among the adsorbed atoms. In the case of metallic contacts the spin-flip
scattering suppresses the conductance, while in the tunneling regime the conductance is
increased [129].

3.1.2 Magnetoconductance

Since a giant spin splitting is obtained in the BiAg2 surface alloy, the electronic and
transport properties of the BiAg2 −Ag/Si(111) system were subject of extensive stud-
ies [124, 132, 123, 119, 128, 133].

The vertical confinement of the metallic layer limits the number of bulk conduction

Figure 3.1: Left column shows the conductance spectrum for a RB-metal interface in the
case where the energy band of the Rashba system is partly occupied E0 = −0.075EF .
The right panel represent the case where the band is unoccupied E0 = 0.05EF [129].
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channels, resulting in an enhanced surface contribution. Recently Miyata et al. succeeded
in measuring the magnetoconductance of bare and Bi-alloy terminated Ag(111) films, by
exploiting a micro four point probe (MFPP) [132]. Figure 3.2 a shows the schematic draw-
ing of the MFPP experiment and panel b displays the results for the Ag(111) film (blue)
and for the BiAg2 alloy (red), in all the case the thickness of the Ag film is equal to 15
monolayer. For both the surface terminations weak anti-localization (decrease of ∆σ) and
localization (increase of ∆σ) effects are observed.

The two quantum effects are interpreted at a quantitative level by the use of the Hikami,
Larkin and Nagaoka formula [134], which is characterized by four free parameters with the
dimension of an effective magnetic field: B0 describes the elastic scattering and it is set
equal to a constant. Bs takes into account the spin-flip scattering and it is discarded in
the analysis since no magnetic impurities are present in the system. Bi and Bso describe
the inelastic and spin-orbit scattering and they determine respectively the localization and
anti-localization phenomena.

What is relevant for our study is the fact that all these effective fields are related to
the two-dimensional density of states at the Fermi level (NDOS) and to the specific carrier

Figure 3.2: a shows a schematic drawing of the experimental MFPP geometry. b displays
the magnetoconductance data for the bare (blue open circles) and Bi/Ag-terminated (purple
solid circles) 15-ML Ag(111) film on Si(111). Solid and broken lines are fits to the data
according to the Hikami-Larkin-Nagaoka (HLN) formula [132].
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relaxation times τp (with p = 0, s, i, so) by the relation

Bp =
e~NDOS

4σ0τp
. (3.1)

In order to access the relaxation times, of interest for the transport properties, it is necessary
to know the detail of the two-dimensional density of states and the Fermi velocity of each
quantum well state. These can be extracted from ARPES data, as in Figure 3.3. A simple
2D nearly free electron model (NFE) is used to simulate the band structure, in order to infer
the Fermi velocity and the NDOS. For the sake of simplicity, in this model the presence of
spin gaps at the Fermi level is disregarded. Nevertheless, this hypothesis is not supported
by high resolution ARPES experiments. The BiAg2 surface alloy, in fact, presents two
pairs of spin-split bands. One lies entirely below the Fermi level and it does not form gaps
at EF . The second state, on the contrary, crosses EF and it forms hybridization gaps with
the QWSs, whose number depends on the Ag thickness. The manipulation of the spin gaps
position with respect to the Fermi level has been already proposed by Frantzeskakis et al.
[124] by varying the number of Ag ML. This strategy offers only discrete variations in the
energy position and the experimental realization of a gap at EF might be difficult.

The need for an accurate study of the topology of the spin gaps at the Fermi level in the
tri-layer BiAg2 −Ag/Si(111) motivated the work described in the next section, which has
been published in Physical Reviews B [135]. Here I demonstrate an alternative mechanism
to modify continuously the energy position of the gaps via deposition of small amount of
alkali metal (Na).

Figure 3.3: In the top row photoemission Fermi surfaces are shown for (a) bare and (b)
Bi/Ag-terminated 15-ML Ag(111) film on Si(111) measured at hν = 49.6 eV. The 1 × 1

and
√

(3) ×
√

3R30◦ Brillouin zones are shown with with solid and broken lines respec-
tively. The bottom row display the associated band structure measured along the ΓM high
symmetry direction [132].
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3.2 Anisotropic spin gaps in BiAg2 −Ag/ Si(111)

We present a detailed analysis of the band structure of the
√

3×
√

3 R 30◦ BiAg2/Ag/
Si(111) trilayer system by means of high resolution Angle Resolved Photoemission
Spectroscopy (ARPES). BiAg2/Ag/ Si(111) exhibits a complex spin polarized elec-
tronic structure due to giant spin-orbit interactions. We show that a complete set
of constant energy ARPES maps, supplemented by a modified nearly free electron
calculation, provides a unique insight into the structure of the spin polarized bands
and spin gaps. We also show that the complex gap structure can be continuously
tuned in energy by a controlled deposition of an alkali metal.

3.2.1 I. Introduction

The control over the polarization of the electronic states close to the Fermi energy and
the capability to transport spin polarized currents represent two fundamental requirements
for spintronic applications [136, 137, 138]. The discovery of a giant Rashba effect in sur-
face alloys has highlighted the potential of spin-split states at surfaces and interfaces [87]
to achieve these goals. In these systems, the net polarization of the density of states is
null because of time reversal symmetry. Nevertheless, the Rashba interaction introduces a
momentum-dependent effective magnetic field which separates the spin density of states in
the reciprocal space [45]. Such effective magnetic field and spin separation of the bands are
expected to enable the control of spin polarized currents [107, 129]. Recent experiments
indicate the fascinating prospect of transferring the spin-split surface states to semiconduc-
tor substrates [124, 123, 114, 111, 139, 116, 132], bringing these systems one step closer
to future technological applications. In this work, we present a detailed analysis of the
band structure properties of the BiAg2/Ag/ Si(111) trilayer system. We show that constant
energy (CE) maps provide a unique source of information on the topology of the spin po-
larized surface states and gaps. We also show that the energy of the gap structure can be
continuously tuned by a controlled deposition of an alkali metal (Na).

3.2.2 II. Methods and system description

A Si(111) crystal (n-doped, resistivity 0.011 Ωcm) was cleaned by repeated cycles of direct
current heating, with flashes at 1400K followed by steps at 900K. The sample was slowly
cooled across the 7×7 transition temperature during the last preparation cycle. The qual-
ity of the 7×7 reconstruction was checked by means of low-energy electron diffraction
(LEED). Ag films (thickness > 8 ML) were evaporated from a tungsten basket onto the
cold substrate (100K). After a mild post-annealing, Ag 1×1 spots appeared in the LEED
pattern. This protocol yields a layer-by-layer growth with a sharp incommensurate inter-
face [126]. The deposition of 1/3 ML Bi was achieved with an EFM3 Omicron evaporator.
After a post-annealing at RT,

√
3 ×
√

3 R 30◦ extra spots in the LEED pattern indicated
the formation of a BiAg2 surface alloy. Na was evaporated from a commercial dispenser
(SAES getter) onto the cold sample (100K).

Angle-resolved photoelectron spectroscopy (ARPES) was performed at 70K with a
Phoibos 150 Specs analyzer. The energy resolution was set equal to 10 meV. The partially
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polarized UV light (HeIα line at 21.22 eV) was produced by a monochromatized high
brightness Gammadata VUV 5000 lamp.

The interplay of a large spin-orbit splitting and of quantum confinement in the BiAg2/Ag/
Si(111) system leads to a complex electronic structure, presented Fig. 3.5(a) and Fig. 3.4
(a) [124, 114, 128, 119]. Its origin can be summarized as follows:

a. Quantum well states (QWS) develop in the silver layer due to the confinement
of the Ag s-states by the vacuum on one side, and by the fundamental energy gap

Figure 3.4: a) ARPES intensity map of BiAg2/Ag/Si(111) for θ=19ML. The first three
silver quantum well states (ν = i with i = 1, 2, 3) are indicated by black vertical arrows.
The deposition of 1/3ML of Bi yields fully occupied |spz〉 derived surface states (SS),
and |spxy〉 derived SS crossing EF (vertical red arrows A, B, C). Band gaps open at the
crossing of the spin-split states with the nearly degenerate QWS. A downward ∼ 100 meV
energy shift is observed for the Ag QWS after the formation of the surface alloy, consistent
with previous reports [127, 124]. The feature marked bv the vertical arrow labelled Ag
is due to scattering of photoelectrons emitted from a QWS on the periodic potential of
the reconstruction. b) and c) were measured after two subsequent Na depositions. Red
(blue) dashed lines in (b) cross at the presence (absence) of a spin gap. After reaching
the saturation Na coverage, (c), the same crossings are now associated with the absence
(presence) of the gap. d) Corresponding close-ups of the QWS dispersion near EF .
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Figure 3.5: a) Derivative of the photoemission intensity along the Γ̄K̄ direction (kx) for
a silver thickness of 25ML. Dashed lines are guide to the eyes and indicate the surface
states. The silver quantum well states are localized in the subsurface planes so they have a
low spectral weight with respect to the surface states. b) and c) Calculated band structure
around Γ̄ along the Γ̄K̄ (a) and Γ̄M̄ (b) high symmetry directions. The calculation param-
eters are given in the appendix. The QWS positions agree well with a silver thickness of
25ML. White stands for high intensity. The broadening and the intensity of the calculated
bands are the result of an artificial gaussian convolution with an arbitrary width. The arrow
and the boxes point out some peculiar patterns described in the text.

on the substrate side [126]. The QWS have a nearly-free electron character, and
give rise to a set of parabolic sub-bands with small and positive effective masses
around Γ̄, the center of the Brillouin zone (BZ) Fig. 3.4 (a). The number and energy
positions of these sub-bands are determined by the thin film thickness. A standard
Rashba mechanism [45] splits the QWS, but the splitting is too small to be directly
observable [124, 123].

b. A downward ∼ 100 meV energy shift is observed for the Ag QWS after the
formation of the surface alloy, consistent with previous reports [127, 124]. Two-
dimensional SS with negative effective masses develop in the BiAg2 surface alloy.
They have mainly |spz〉 and, respectively, |spxy〉 character. Each band is split into
two strongly spin polarized sub-bands as a result of a strong Rashba interaction,
similar to what was previously found in BiAg2/Ag(111) [87]. The |spz〉 states are
split in momentum by ∆kspz = 0.13 Å−1, and cross at Γ̄ at a binding energy
EspzB = 350 meV. The two |spxy〉 spin components cross ∼ 500 meV above the
Fermi level (EF ) [89, 90]. All the SS bands of BiAg2 deviate from a simple parabolic
dispersion and show a hexagonal anisotropy [87, 56].

c. Spin conservation [140] and symmetry considerations determine the hybridization
of the spin polarized SS bands with the nearly degenerate quantum well states. As
a result the BiAg2/Ag/Si(111) system exhibits a spin polarized and multi-gapped
electronic structure [124, 123, 128, 119].

The ARPES intensity map of Fig. 3.4 (a) illustrates the dispersion of the hybridized
|sp〉 SS and |s〉 QWS. Spin gaps can already be identified in the image. The high contrast
enables a precise analysis of the intensity distribution, namely close to EF and around
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Figure 3.6: Second derivative images of the constant energy ARPES intensity maps close
to Γ̄ for the following binding energies: a. 50meV, b. 100meV, c. 150meV, d. 200meV,
e. 250meV, f. 300meV, g. 350meV, h. 400meV, i. 450meV, j. 500meV, k. 550meV, l.
600 meV. kx and ky vary from -0.4 to +0.4 Å−1 in each frame. the sample corresponds to
a silver thickness of 25ML. White stands for high intensity. The spots at the center of the
images are an artifact of the derivative procedure.

the gaps. We show in the following that the hexagonal anisotropy of the SS dispersion
generates a peculiar spectral density pattern in this quantum-confined Rashba system.

3.2.3 III. Results and discussion

We restrict our ARPES study to a region of reciprocal space around Γ̄ covering the first
Brillouin Zone of the

√
3×
√

3 R 30◦ reconstruction. Fig. 3.6 presents a set of constant en-
ergy cuts through the band structure, for several binding energies between 50 meV and 600
meV. The two contours closest to Γ̄ in panel (a) correspond to the spin polarized |spxy〉
SS of the BiAg2 alloy [124]. These bands exhibit specific features of the giant Rashba
splitting: the inner contour is circular, while the outer one is hexagonal. The hexagonal
third contour around Γ̄ is the backfolded signal of an Ag QWS. It is due to the scattering
of the photoelectrons from the

√
3 ×
√

3 R 30◦ surface potential, and therefore is a final
state effect of the ARPES process. This feature partly masks the circular contours of the
Ag QWS in Fig. 3.6 (a) and (b). The signatures of the Ag QWS are visible at larger mo-
menta, near the corners of the image. At higher binding energy, in panel (c), the additional
hexagonal contour at k ≈ (0.2, 0.2)Å−1 reflects the top of the spin-orbit split |spz〉 bands
of the alloy. With increasing binding energy the contours of the QWS shrink, while those
of the SS expand, according to the opposite sign of their effective masses.

A description of the band structure is hampered by the large number of bands and by the
hexagonal anisotropy of the multigapped structure. Ab-initio calculations of the constant
energy contours face the difficulties of a complex interface structure, and of the dense sam-
pling of k space. We chose instead a phenomenological approach, based on an anisotropic
nearly free electron (NFE) model, with additional terms describing the hybridization of the
surface and quantum wells bands.

Due to the lack of structural inversion symmetry of the (crystal, interface, vacuum)
system, both the SS and the QWS are expected to exhibit a Rashba behavior [45] and to be
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at least partially polarized. A spin polarization of the QWS, which has been observed e.g.
for Pb thin films on Si(111) [120], is a prerequisite for the opening of spin gaps [124, 123].
However, the Rashba coupling is so weak that the splitting cannot be directly observed,
and the Ag QWS appear to be degenerate and parabolic. The sixfold symmetry of the
SS contours is the result of the threefold rotational symmetry of the alloy structure and
time reversal symmetry. The giant SO splitting of the bands has been attributed to i) an
anisotropy in the in-plane surface potential [87, 56], ii) the buckling of the Bi alloy layer,
contributing to the anisotropy of the SS wave-function along the surface normal [102]; or
again iii) the unquenching of the orbital momentum at the surface [63]. Time reversal sym-
metry requires that the two spin branches of a Rashba system have opposite polarization, so
that each branch can be considered separately in discussing their hybridization with other
states.

Recently, the snow-flake-like contour of the Fermi surface of Bi2Te3 was simulated
by adding higher order terms to an effective Hamiltonian [141, 142]. A similar NFE cal-
culation for the Bi/Si(111) interface [112] yields a good agreement with the experiment
[143, 144]. We extend that approach to the present case. We used the following spin
Hamiltonian with the basis states |k, ↑〉, |k, ↓〉, (k2 = k2x + k2y), to describe the spin polar-
ized branches of the |spz〉 and |spxy〉 SS:

Hsp(k) =

 E
sp
0 + 1

2
csp((kx − iky)

3 + (kx + iky)
3) + k2

2msp
αsp(−ikx − ky)

αsp(ikx − ky) E
sp
0 + 1

2
csp((kx − iky)

3 + (kx + iky)
3) + k2

2msp


(3.2)

where msp, E
sp
0 , αsp are respectively the negative effective mass of the SS, the binding

energy of the surface band and the effective Rashba constant, and csp is an anisotropy
parameter. The parameters for the |spz〉 and |spxy〉 states are different. Each spin-branch
of the QWS is described by a parabolic band of |s〉 character:

HQWS,ν(k) =

(
EQWS

0,ν + k2

2mQWS
0

0 EQWS
0,ν + k2

2mQWS

)
(3.3)

where the effective mass of the QWS, mQWS , is the same whatever the index (ν)
of the quantum well band. EQWS

0,ν , the binding energy of the νth quantum well band,
follows the standard confinement law along one dimension. EQWS

0,ν and mQWS can be
fit to the unperturbed QWS dispersion far from the SS. The parameters Vν describing the
hybridization between the quantum well states |QWS, ν, σ〉 and the |spz, σ′〉 and |spxy, σ′〉
SS were adapted from [123], and assumed independent of the orbital character of the SS.
A full polarization for the QWS is enforced by setting the hybridization to 0 for opposite
spin states; i.e.

〈QWS, n, σ|H
∣∣sp, σ′〉 = Vν if σ = σ′ , (3.4)

and
〈QWS, n, σ|H

∣∣sp, σ′〉 = 0 if σ 6= σ′ . (3.5)

As suggested by group theory considerations [106, 145] and ab-initio calculations [87, 124,
89], we also introduce a weak coupling between the |spz〉 and |spxy〉 SS:

〈spz|H |spxy〉 = V . (3.6)



56 Chapter 3. The Gaps Structure of BiAg2-Ag/ Si(111)

Figure 3.7: Calculated CE contours close to Γ̄ for the following binding energies: a.
50meV, b. 100meV, c. 150meV, d. 200meV, e. 250meV, f. 300meV, g. 350meV, h.
400meV, i. 450meV, j. 500meV, k. 550meV, l. 600 meV. kx and ky vary from -0.4 to
+0.4 Å−1 in each frame. The calculation parameters are given in the appendix. The QWS
positions agree well with a silver thickness of 25ML. White stands for high intensity. The
broadening and the intensity of the calculated bands are the result of an artificial gaussian
convolution with an arbitrary width.

A weak but nonzero coupling is necessary to achieve a good agreement with the data.
This additional term would lead to a contradiction with eq. (3.5) for V large with respect
to Vν , which is not the case here. All parameters (see appendix) were determined from the
best fits to the data of Fig. 3.6. The QWS parameters correspond to a thickness of around 25
ML Despite its simplicity, the model captures the main features of the experimental data.
The hexagonal anisotropy of the surfaces states is not perfectly reproduced near the top of
the bands. The inner bands are closer to Γ̄ and more circular then in the experimental maps.
The agreement improves further away from Γ̄. The model does not include the backfolding
of the SS.

Fig. 3.5(b) and (c) show the simulated band dispersion in the kx (Γ̄K̄) and, respec-
tively, ky (Γ̄M̄ ) directions of the reconstructed BZ (parameters correspond to a thickness
of around 25 ML, see appendix). It should be compared to Fig. 3.5a) acquired for the
same thickness. The experimental data show a stronger spectral weight for the SS than for
the QWS. Indeed, the surface states are strongly localized at the topmost layer whereas the
QWS lie deeper in the Ag layer. The z-delocalization of the states is not computed so the
balance of intensity between the SS and the QWS cannot be reproduced. The QWS are
unperturbed at large k values as in the experimental data. The spin gaps appear here as
diamond shapes, e.g. in the (green) oval box. The NFE model predicts that the diamond
structures are strongly spin polarized, in agreement with ab-initio calculations [124]. Be-
cause of the hexagonal symmetry of the SS, the avoided crossings with the QWS – i.e. the
gaps – occur at different energies in different directions, e.g. in the (red) rectangular box,
and the width of the diamond structures is also different.

A comparison of the simulated constant energy map and the calculated band diagram
of Fig. 3.5 yields further insight into the complex gap structure. As expected, only the
|spxy〉 and the QWS contribute to the spectral intensity near EF (Fig. 3.7 (a)). In Fig. 3.7
(b) (EB=100 meV) the hybridization between the |spxy〉 SS and the first QWS induces a
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small decrease of spectral intensity at kx ≈ 0.3Å−1 and at the five equivalent wave vectors
rotated by 60◦ from each other. In Fig. 3.7 (c) (EB=150 meV; on the other side of the energy
gap) the spectral weight is largest at the same BZ locations. Such a constrast inversion is
observed whenever the |spxy〉 or |spz〉 SS cross a QWS. The arrows in Fig. 3.5 (b) and
(c) show that it reflects a hybridization gap in one of the spin polarized component of the
QWS. Thus, the QWS acquire a hexagonal anisotropy close to the gaps.

Further from EF the band structure is more complex, because the sequence of the
bands is affected by hybridization. Fig. 3.7 (d) and (e) (EB ≈ 200 − 250 meV) show an
interesting energy range where the outer |spxy〉 band hybridizes with the 1st QWS, and the
outer |spz〉 band hybridizes with the 2nd QWS. In this window of energy, only one spin
branch of each of the two first QWS contributes to the band diagram in the Γ̄K̄ direction
whereas there is no spin gap in the Γ̄M̄ direction (this is also visible in Fig. 3.5). The
resulting band topology yields strongly anisotropic polarization patterns. The two circular
signatures close to the center of the image correspond to the top of the |spz〉 bands. In
Fig. 3.7 (j) (EB=500 meV) closed contours are visible at ky ≈0.3Å−1 and at the equivalent
wave vectors. They correspond to wiggles in the dispersion, inside the (red) square box
of Fig. 3.5, where an NFE model predicts strongly spin polarized states (see e.g. [123]).
By contrast, unpolarized states are expected at kx ≈ 0.3 Å−1 and at the equivalent wave
vectors, where two bands with opposite polarization cross.

The difference in the Γ̄M̄ and Γ̄K̄ band structure is expected to introduce a different
response for the electrons involved in the conduction properties along two orthogonal di-
rections. The viability of a future device based on a similar Rashba system depends on the
possibility of adjusting the energy positions of the spin gaps relative to the Fermi level. We
have already shown that the electronic structure of the trilayer can be controlled by varying
the thickness of the Ag layer [124]. However, only discrete shifts in the energy position of
the quantum well states could be obtained, corresponding to discrete changes of the bound-
ary conditions for the confined |s〉 Ag states. This falls short of the precise control of the
spin gap texture required for spintronics applications. Here we explore a different strategy,
and dope the trilayer system by depositing an alkali metal (Na). We show below that this
approach enables a fine tuning of the band structure.

The ARPES intensity maps of Fig. 3.4 illustrate the effect of doping. Fig. 3.4 (a) is a
reference for the BiAg2/Ag/Si(111) surface. The initial deposition of a small amount of
Na (panel (b)) induces a downward energy shift (−50 meV) of the |spz〉 SS. The energy
shift increases with the amount of Na, and eventually saturates (panel (c)) at a coverage
θ ∼ 0.25 ML, estimated by comparison with the case of Na on Bi/Cu(111) [102].

At the saturation, the total energy shift of the two fully occupied |spz〉 SS is ∼ −250

meV, similar to what was observed for BiAg(111) [128]. Besides, at saturation, the total
shift (∆kF ) of the inner |spxy〉 branches is equal to 0.05Å−1. While the inner branches of
the |spxy〉 derived SS (kF=±0.08 Å−1 before doping, and kF=±0.03 Å−1 at saturation)
are clearly resolved (red arrows B and C in Fig. 3.4). The outer branches, which cross EF at
kF = ±0.21Å−1 [87, 128], are much weaker due to ARPES matrix elements, and a Fermi
level crossing can be identified only for negative k values (arrow A in Fig. 3.4). Figure 3.4
(d) presents a close-up of the QWS dispersion for positive k values, before (a) and after (b,
c) two Na depositions cycles. Contrary to the Bi-derived SS, the energy of the QWS is not
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affected by the Na adsorption. Even at saturation there is no change in the corresponding
Fermi wave vectors. Clearly, the electrons donated by the Na atoms dope the BiAg2 SS,
which are strongly localized at the surface, rather than the deeper lying QWS. The result
is a continuous shift of the SS with respect to the QWS as a function of Na coverage, and
a corresponding shift of the gap structure relative to the Fermi level. The partially spin
polarized gap structure is so strongly affected by the alkali doping that the position of the
gap (indicated by the crossing of the blue dashed lines in Fig. 3.4 (b)) can be swept with
the fully un-gapped region (blue lines crossing in Fig. 3.4 (c)) and viceversa (crossing of
the red lines in Fig. 3.4 (b) and (c)). Similar effect, even if not experimentally resolved,
must affect also the spin gap close to the Fermi level.

3.2.4 IV. Conclusion

In summary, ARPES reveals the topology of the spin-dependent hybridization gaps of the
trilayer BiAg2/Ag/Si(111) system which exhibits a giant Rashba effect. Doping of the sur-
face states by the deposition of controlled amounts of sodium opens the way to a complete
control of the energy position of the band structure. The ability of tuning the Fermi level
across states with strong and opposite polarization suggests possible future applications in
spintronics. We expect that our novel experimental data will stimulate further theoretical
work on the spin-dependent transport properties of Rashba surface alloys.
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3.2.5 Appendix

NFE calculation parameters
E
spxy
0 500 meV

mspxy −0.019

αspxy 2.9

cspxy 36

Espz0 −350 meV
mspz −0.035

αspz 3.1

cspz 19

EQWS
0,1 −430 meV

EQWS
0,2 −620 meV

EQWS
0,3 −860 meV

EQWS
0,4 −1150 meV

EQWS
0,5 −1400 meV

mν 0.092

V 20 meV
V1 25 meV
V2 50 meV
V3 70 meV
V4 100 meV
V5 120 meV
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3.3 BiAg2 −Ag/Si(111) a parallel ARPES study

At the same time of our work a similar high resolution study of the spin gaps symmetry
in BiAg2 −Ag/Si(111) was performed by the group of Prof. Matsuda [133]. Figure 3.8
displays experimental CE maps at increasing binding energies (0, 0.26, 0.7, 0.8, 0.9 and
1.36 below EF ). The topmost row shows the electronic properties of the bare 15ML Ag
film. The second and third rows show CE maps of the Bi-terminated film at two photon
energies (50eV and 28eV), chosen in order to maximize respectively the cross section of
the Ag QW states or the Bi derived surface states.

The results obtained by Ogawa et al. at the lower photon energy closely resemble our
experimental findings (HeIα line at 21.2eV). In panel 3 and 4 of the bottom row, dark
pockets with hexagonal symmetry reflect the presence of the hybridization gaps between
the QWS and the spin-split surface states. Interestingly, the contours of the QW states of the
bare Ag film are also found to deviate from perfect circles. The orientation of the hexagon
is found to rotate at different biding energies, for example the QW with n=2 between panel
2 and 3. This is interpreted as an effect of the interaction of the Ag states with the Si
substrate, and more precisely with the edge of the heavy hole (HH) and light hole (LH)
band, which are characterized by hexagonal symmetry.

Figure 3.8: CEMs measured at 0, 0.26, 0.70, 0.80, 0.90, and 1.36 eV below EF (from the
first to the sixth column, respectively) for the bare (topmost row) and Bi-covered Ag(111)
film. Photon energy is 49.6 eV for the first and second row and 28.0 eV for the bottom row
[133].

The ARPES data presented in this chapter have provided important detail on the com-
plex electronic properties of BiAg2 −Ag/Si(111). We think that the anisotropy of the
spin gaps and the possibility to manipulate their position in proximity of the Fermi level
might offer a template for the the development of spintronics devices. Moreover, ultrathin
metallic films with large spin splitting grown on semiconductor substrates are also good
candidates for gate tuning, i. e. tuning of EF by a deposited gate, which also represents an
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interesting approach for future spintronics applications.
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I have investigated the possible existence of spin-split states in the Pb ML grown on
Au(111). Even if Pb and Au are characterized by large atomic SOC, we did not observe
any signature of Rashba-Bychkov effect. Nonetheless, a peculiar symmetry-dependent hy-
bridization of the Pb states is experimentally resolved. Furthermore, I have examined this
effect by growing the Pb ML on Ag(100). Despite the difference in symmetry between the
six-fold closed-packed Pb ML and the four-fold substrate, this interface results commen-
surate with a c(6 × 2) reconstruction. The atomic positions, with particular attention to
the vertical displacement, were investigated by means of X-ray photo-electron diffraction
(XPD). The inferred structure helped in clarifying the differences in the band structure of
the incommensurate Pb/Au(111) and the commensurate Pb/Ag(100) interfaces.

4.1 ARPES studies of a Pb monolayer on a metallic substrate

Lead monolayer on Cu(111) promotes the layer by layer growth of epitaxial films [146].
The mechanism at the origin of this effect has been investigated by a previous ARPES study
[147]. The Pb layer is found to be weakly coupled to the substrate, and it is characterized
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by large compressibility: at∼ 1 ML coverage the film results compressed of more than 3%

(3.39Å) with respect to the bulk Pb lattice constant [148]. Owing to the vary large lattice
mismatch between the ad-layer and the substrate, the Pb ML displays a considerable buck-
ling (0.2 Å). In addition, quantitative LEED analysis resolved a large inverted corrugation
in the Cu underlying lattice [149].

The very low melting temperature of the Pb film made this system a case study for
unveiling the evolution of the electronic band structure in a quasi-liquid metal [150]. For
the sake of simplicity hereafter, only the ARPES results below the phase transition temper-
ature are shown, in order to provide a reference for our study. Figure 4.3 a and b report
respectively the measured band structure along the ΓK high symmetry direction and the
corresponding DFT calculations for the free standing Pb ML. Three bands are present, one
with pz and two with pxy character. Very interestingly, in the experimental band structure
the first state is broad and hardly detectable, while the other two clearly interact and a gap
opens at the K point. The origins of both these effects were not discussed in detail in this
work. Figure 4.3 c shows the Fermi surface resulting from DFT calculations [147]. Two
distinct features are present: electron pockets at the K points and a sixfold closed contour
around the Γ point, resulting from the two degenerate pz and pxy states.

The origin of the large broadening of the pz derived band was discussed in a sec-
ond ARPES study, which investigated the electronic properties of the Pb ML growth on
Ag(111) [151]. Figure 4.4 shows the experimental band dispersion along the ΓKPb di-
rection, it closely resembles the one of Pb/Cu(111). Both the gap at the K point and the
broadening of the pz state are resolved. In particular, the latter is interpreted as arising from
the selective hybridization of the Pb derived states with the Ag continuum. The pxy bands
are expected to be localized in the film, weakly interacting with the substrate. On the con-
trary the pz state interacts and hybridizes with the Ag s state, acquiring a long penetration
depth in the material, and consequently a larger hybridization with the bulk bands.

Figure 4.1: a shows the experimental band dispersion along ΓK for Pb/Cu(111). The
vertical arrows mark the Fermi level crossings of the Pb derived states. Also the dispersion
of the substate sp state is observed. b shows DFT calculation of the band structure of a free
standing planar Pb layer with an in-plane lattice constant equal to the bulk nearest neighbor
distance of 3.5 Å. The dominant orbital character of the different bands is indicated. c
displays the Fermi surface, as obtained from DFT calculations [147].
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Figure 4.2: Experimental band structure of Pb/Ag(111) measured along ΓK. Vertical ar-
rows indicate the Fermi level crossings of the three Pb derived states and the Ag sp band
[151].

Our ARPES study of the electronic properties of the Pb ML on Au(111) indicates that
also the band gap at the K point results from a previously unnoticed hybridization of the
mainly pxy states with the pz orbital component. The hybrid states can then interact and
partially delocalize in the Au(111) bulk, thus feeling the symmetry of the substrate lattice.
This work has been submitted to Physical Review B and it is the subject of the next section.
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4.2 Combined ARPES and STM study of Pb/Au(111) moiré:
one overlayer two symmetries

The structural and electronic properties of the Pb monolayer (ML) grown on Au(111)
are investigated by ARPES and STM. Pb forms two domains rotated by ±5◦ with
respect to the substrate. The resulting interface is an incommensurate moiré structure
with an approximate unit cell of (5.77×5.77) R21.5◦. Several Pb induced bands are
observed with distinct orbital characters and different symmetries. The pxy states
cannot be described in a freestanding Pb ML picture: one of them clearly displays
the two domains symmetry of the adlayer while the second follows the symmetry of
the substrate. These are interpreted as arising from different degrees of hybridization
of the Pb bands with the Au(111) substrate continuum.

4.2.1 I. Introduction

Angle resolved photoelectron spectroscopy (ARPES) with the advent of parallel high res-
olution angular detection is a powerful technique for the investigation of novel electronic
properties in the band structure of solids [9]. Namely ARPES has been applied for the
study of conflicting symmetries and multiple periodicities in the electronic band struc-
ture of solids [152]. In particular, systems displaying charge and spin density waves
(CDW, SDW), with commensurate or incommensurate wave vectors, have been paradigm
cases for the study of band topologies and conflicting periodicities [153, 154, 155]. Re-
cently, complex surface super-periodicities have been observed not only at metal-metal
interfaces [151], but also for boron-nitride and graphene grown on metallic substrates
[156, 157, 158, 159, 160, 161, 162, 163]. In these cases, ARPES has direct access to
the results of the interplay between different symmetries and periodicities.

Pb overlayers have been studied in detail to unravel surfactant effects at the base of
homo-epitaxial growth on Cu [147, 164]. Due to its high compressibility, a monolayer
(ML) of Pb forms dense moiré superstructures. The corrugation of the adlayer and the ex-
panded atomic distance with respect to the topmost substrate layer, yield a reduced vertical
bonding strength with the latter [165]. The use of constant energy maps and quantitative
analysis of the single-particle spectral function from ARPES data, has enabled the inves-
tigation of the electronic properties and the coherence length of a melting Pb layer on
Cu(111) [150]. Recently unexpected superconductivity has been suggested in the 4/3 ML
dense phase of Pb on Si(111) by means of scanning tunneling microscopy and spectroscopy
(STM/STS) [166, 167].

In the present study of a Pb ML on Au(111), STM topography and LEED evidence
an incommensurate moiré structure with an approximate (5.77×5.77) R21.5◦ unit cell,
consisting of two Pb domains rotated by ±5◦ with respect to the Au(111) substrate. In the
ARPES spectra three Pb induced bands are observed. The use of constant energy maps (CE
maps) and a related tight-binding model calculation reveal that two of the latter states have
mainly pxy character, one of which follows the periodicity and symmetry of the substrate,
while the other does not. On the other hand, the third Pb derived state, with mainly pz
character, is strongly broadened in energy and momentum. Similar behavior has already
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Figure 4.3: a Constant current STM image of 1 ML Pb on Au(111), showing one rotational
domain of the (5.77×5.77) R21.5◦ moiré structure (Vt = 2.0 V and I = 0.14 nA, T = 4.2
K). b Fourier transform of a larger scale (20×20 nm2) STM data-set: the highest intensity
spots enclosed in red circles are associated with the periodicity of the Pb adlayer. The
moiré superstructure spots are indicated by black circles. The corresponding unit cell is
rotated by β = 26.5◦ ± 1◦ and its fundamental vector is 4.74 times smaller than the (1,0)
lattice vectors of Pb. The angle of rotation between the Pb ML and Au substrate is equal
to 5◦ ± 0.2◦. By using the Au substrate as a reference we can infer a structure close to
(5.77×5.77) R21.5◦. Panel c is a cartoon of the reciprocal lattice vectors associated to
the Au substrate, to one Pb domain and to the moiré superlattice. d LEED image of the
moiré: blue and red lines trace the two hexagonal Pb domains. A rotation of ±5◦ is found
between the Au substrate and the two rotational domains: the lengths and position of the
reciprocal lattice vectors are in agreement with the STM results. e Structural model of the
Pb monolayer (green circles represent the Au substrate, while red circles correspond to one
of the two rotational Pb domains).

been observed for other Pb MLs grown on Ag(111) [151] and on Cu(111) [147]. These
peculiar features of the three Pb induced bands are interpreted as arising from their orbital
dependent hybridization with the substrate continuum.

4.2.2 II. Experiment

Au(111) has been cleaned by several cycles of sputtering (with Ar+ at 300 K, 1keV for
30 minutes) and annealing (800 K for 25 minutes). In ARPES experiments, the cleanli-
ness of the surface was verified by low energy electron diffraction (LEED) and ARPES
measurements of the spin-split surface states. Pb was evaporated (at 300 K with a flux
of 0.33ML/min) from a calibrated EFM3 Omicron evaporator. The structural quality was
improved by post-annealing at 400 K, and it was controlled by means of LEED. ARPES
mesurements have been performed at room temperature (RT) with a Specs Phoibos 150
analyzer. The experimental energy resolution was set at 10 meV. The UV light source was
a monochromatized high brightness GammaData VUV 5000 operating at the HeIα (21.22
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Figure 4.4: a Fermi surface map obtained by combining CE maps along the ΓMAu and
ΓKAu directions. The green hexagon follows the Au(111) surface BZ, while the two smaller
blue and red hexagons define the two Pb BZs, with a rotation of ±5◦ with respect to the
substrate. b Cartoon of the Pb derived Fermi surface: three lines with different colors,
labelled a*, c* and d* trace the directions of the cuts presented in panels b-d of Figure 4.5
(respectively ΓKAu, ΓKPb and 15◦ rotated with respect to ΓKAu). The first state (Pb1)
appears in the Fermi surface map as a blurred circle close to the Γ point. The second one
(Pb2) constitutes a well defined hexagon, displaying the substrate symmetry. In panel a a
red dashed rectangle defines the region of the Fermi surface shown with higher detail in
panel c. In panel c the outer Pb derived state (Pb3) is clearly visible; red and blue lines trace
the position of the Pb3 derived pockets at the respective K points belonging to the BZs of
the two rotational Pb domains. Panel d shows the band dispersion along a cut orthogonal
to ΓKAu, traced in c with a red dashed line. The two-domain contribution on the Pb3 states
is clearly depicted.

eV) line. STM experiments have been performed in a separated UHV system equipped
with home-built 0.4 K STM. The sample temperature in the experiments was 4 K, and the
indicated bias voltage refers to the sample.
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4.2.3 III. Results

STM reveals large terraces of the adlayer with a characteristic periodic modulation. Fig-
ure 4.3 a shows a constant-current STM image of the Pb monolayer on Au(111). The STM
image presents atomic resolution of the topmost layer and the long-range period created by
the moiré pattern. This long periodicity is studied thoroughly in the reciprocal space. Fig-
ure 4.3 b shows the Fourier transform map obtained from a larger scale STM image (20×20
nm2) [168]. The analysis of the characteristic lengths and angle between the periodicities
enables us to classify the Pb/Au(111) moiré as a (5.77×5.77) R21.5◦ with respect to the
Au substrate lattice. The rotation between the moiré and the atomic lattices is compatible
with a rotation of 5◦ between the Pb and the Au(111) [169].

Figure 4.3 d reports a LEED image of the Pb/Au(111) interface. The highest intensity
spots are the first order diffraction spots of the Au substrate. Each Pb extra spot presents
a weak replica, the data suggests the existence of two Pb domains with a rotation of + and
- 5◦ with respect to the substrate. Blue and red lines delineate the hexagonal unit cells of
the two rotational Pb domains. Moreover, the presence of higher order diffraction spots
ensures the good crystalline quality of the interfaces subject of the ARPES measurements.
Figure 4.3 c shows a cartoon of the characteristic lengths of the reciprocal lattice vectors
and the angles between them. Figure 4.3 e shows a geometrical model for the (5.77×5.77)
R21.5◦ interface: one single Pb adlayer (red circles) is overimposed to the Au substrate
(green circles), with a rotation between the two lattices equal to 5◦.

We describe in the following the experimental band structure arising from the interac-
tion of the Pb ML with the Au(111) substrate. The Fermi Surface (FS) of the interface is
shown in Fig. 4.4 a. This image is composed of data obtained by measurements along ΓK
and two inequivalent ΓM high symmetry directions. A green hexagon defines the substrate
Brillouin zone (BZ) while the smaller red and blue hexagons delimit the two Brillouin
zones of Pb monolayers rotated of ±5◦. The highest intensity is related to the bulk Au
sp valence band state, while all the other features are Pb induced. Figure 4.4 b displays
a schematization of the Fermi Surface arising from bands with mainly Pb origin. The
high symmetry points and the Pb states are indicated. Previous tight binding calculations
performed for dense Pb monolayers on Cu(111) and Ag(111) [151, 147, 150], predict the
presence of three Pb derived states with pz orbital character, hereafter labelled Pb1, and
with pxy character, labelled Pb2 and Pb3. The same bands have been experimentally ob-
served and they are depicted in the following. Close to the Γ point we observe a broad,
almost circular state, Pb1. At larger k values we see straight sections, associated to the
Pb2 state, which form a hexagon, as schematized in b. In panel a a dashed red rectangle
encloses the region of the reciprocal space which is shown in detail in panel c. Close to
the KPb point of the two rotational Pb domains, one may observe a trigonally distorted
pocket related to the Pb3 band (in panel b two distinct colors are used to distinguish the
contributions of the two Pb domains). A red dashed line, orthogonal to ΓKAu, traces the
direction of the cut in the band dispersion shown in panel d. In the latter, the two domains
contribution of Pb3 is clearly noticeable.

The behavior of the three Pb derived states is more clearly described by observing the
energy dispersion of the bands as reported in Figs. 4.5 a-c-d. The three panels show cuts
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Figure 4.5: b Sketch of the band structure along ΓKAu where the position of the three Pb
induced bands is reported. The dispersion of the Au sp state and the projected bulk band
gap as reported in Ref. [170] are also reported. Panels a-c-d report respectively the band
dispersion along ΓKAu, ΓKAuand 15◦ rotated with respect to ΓKAu. The positions of KAu

and KPb are traced with continuous green and red lines respectively. The borders of the Au
and Pb BZs are indicated with dashed lines. In panel b and c a hybridization gap opens due
to the interaction between the Pb2 and Pb3 states. The complete (un-gapped) dispersion of
Pb2 and the its Umklapp replica are visible in c.

along ΓKAu, ΓKPb and 15◦ out of ΓKAu respectively (with ΓKAu = 1.45Å−1 and ΓKPb

= 1.19Å−1. The direction of the cuts is traced in Fig. 4.4 b with three lines labelled a*,
c* and d* respectively. Figure 4.5 b displays a sketch of the band structure along ΓKAu:
the dispersion of the Au sp state and the projected bulk band gap as reported in [170] are
also included. In Figures 4.5 a-c-d the highest intensity state is the Au sp bulk valence
band. In Figures 4.5 a and c, with the help of panel b, it is possible to identify the three Pb
derived bands crossing the Fermi level. The first band, labelled Pb1 with kF1 = - 0.35Å−1,
disperses with positive mass reaching its local minimum at the Γ point and displays strong
broadening in energy and momentum, similar to what has been observed on Pb/Ag(111)
[151]. This broadening is responsible for the blurring of the resulting circular contour at
the Fermi level in Figs. 4.4 a and 4.4 b.

At larger k values, the Pb2 state crosses the Fermi Level along ΓKAu at kF2 = - 0.67Å−1.
The Pb2 band is sharper than Pb1 but the intensities of the two are comparable. The former
crosses the Au sp state at -1.3eV and k = - 0.89Å−1 and displays a significantly higher
intensity after the crossing. Along ΓKAu the dispersion of Pb2 shows a gap close to the
BZ boundary of a freestanding Pb ML, near the minimum of the dispersion of the third
Pb induced state, Pb3. Both the gap and the Pb3 band are absent in the band dispersion
presented in Fig. 4.5 d (15◦ off symmetry). This suggests that the gap observed in Fig. 4.5 a
results from the hybridization between Pb2 and Pb3. In Fig. 4.5 d we observe the Umklapp
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Figure 4.6: a Calculated band structure for a tight binding model of p states arranged in a
hexagonal 2D lattice as an equivalent to a freestanding Pb ML. Three bands are observed:
two of them with pxy orbital character and the third with pz character, in agreement with
previous calculations and our ARPES results [151, 147]. b The effect of an asymmetric
pz state, which mimics the presence of the underlying substrate. A gap opens between the
pxy and pz states. c One possible way to lift the K degeneracy of the two pxy states is to
introduce the interaction between the Pb p states and the s state of the substrate, in the case
of broken in-plane hexagonal symmetry (see text); a hybridization gap appears between the
Pb2 and Pb3 states, similarly to our ARPES experimental results. The parameter values of
the tight binding model are summarized in the Appendix.

replica of the Pb2 state, which is degenerate at the Fermi level with the Au sp state. The
increase of the Pb2 intensity after the crossing of the Au sp state is even more pronounced
in this figure.

The inner branch of the Pb2 state forms the hexagon in the CE map of Fig. 4.4 a. Its
outer branch is masked by the strong Au sp intensity. The third Pb induced band, labelled
Pb3, has a parabolic dispersion with a positive effective mass. It gives rise to the small
trigonally distorted pockets centered at the K points of the two Pb rotational domains,
more clearly visible in Fig. 4.4 c. As a matter of fact, the Pb3 state follows the symmetry
of the two rotational Pb domains. This is in striking contrast with the behavior of the Pb2
band, which displays the substrate symmetry. This symmetry difference, manifested by Pb
states with nominally the same pxy orbital character, represents a new finding, not reported
in previous studies of a dense Pb ML [151, 147, 150].

In the present system we do not observe moiré-induced replica of the bands. This
contrasts with recent findings for graphene grown on a metallic substrate [163, 162], for
which the moiré gives rise to band replicas whose intensity reflects the strength of the
superlattice potential. Therefore, in line with former observations [151, 147], we conclude
that the moiré potential must have a comparatively smaller amplitude in the present case.

4.2.4 IV. Discussion

The moiré periodicity and the interaction between the overlayer and the substrate are re-
sponsible for various peculiar features in the band structure of the Pb/Au(111) interface.
The opening of a hybridization gap between Pb2 and Pb3 is clearly resolved in Figs. 4.5 a
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Figure 4.7: a Momentum distribution curve (MDC) at the Fermi Level along ΓKAu. The
fit is composed of three lorentzians with widths: Pb2 0.11 Å−1, Pb3 0.11 Å−1 and Au sp
0.08 Å−1. The three lorentzian peaks are displayed under the MDC. The residual (light
gray) shows the spectral weight associated to Pb1. b Energy distribution curve (EDC) at k
= -0.13 Å−1 along ΓKAu after the removal of a Shirley background. The Pb1 state is fitted
with a gaussian width of 1.75 ± 0.13 eV.

and c. We have performed a model tight-binding calculation in order to elucidate the origin
of this gap. Figure 4.6 a shows the results of a TB calculations for p states arranged in
a hexagonal lattice where the matrix elements are calculated using Slater-Koster energy
integrals [171]. The resulting band structure mimics a freestanding Pb ML where pz and
in-plane pxy states do not hybridize. Similar oversimplified tight binding models have been
used to analyze experimental results obtained for Pb/Ag(111) and Pb/Cu(111) [151, 147].
As already proposed in the case of Pb/Cu(111) [147], the hybridization may be induced
by the presence of the substrate and by the buckling of the Pb layer. Figure 4.6 b shows
the tight binding calculation in the case of an asymmetric pz state, following the method-
ology of Ref. [44]. This z -asymmetry artificially mimics the presence of the underlying
substrate, allowing the interaction of pxy and pz states and the opening of a hybridization
gap between them. Nevertheless, the degeneracy of the two pxy states at K is insensitive
to any value of this z -asymmetry parameter. One possible way to open a gap at the K
point between the pxy states (i.e. Pb2 and Pb3) is to extend the tight binding model in
order to take into account an interaction between the p states and an s state of the substrate.
Figure 4.6 c shows the effect of this interaction in the case of broken in-plane hexagonal
symmetry, i.e. nearest-neighbor substrate and overlayer interactions, where three substrate
atoms are arranged on hollow sites determined by six overlayer atoms.

In this case, a gap opens between the pxy states at the K point, as observed experimen-
tally in our ARPES results. Moreover, the interaction with the substrate breaks naturally
the symmetry along the z axis, opening another hybridization gap between the pxy and
pz states (i.e. no need for an artificial z -asymmetry parameter). A similar hybridization
gap was previously reported for Pb/Cu(111) [147], but it cannot be observed in the present
ARPES results, because the bands cross above the Fermi level. The absence of degeneracy
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at K is a direct consequence of the broken in-plane symmetry, while a substantial value of
sp hybridization is necessary for a non-negligible gap (see parameters in the Appendix).
In the case of a cluster with hexagonal in-plane symmetry, there is no pxy gap at K for
any value of sp hybridization, as we have verified for (a) an atomic arrangement where
overlayer atoms sit on on-top sites and (b) for on-site sp hybridization (data not shown).

We stress the fact that our model tight binding calculation represents an oversimplified
picture of the real structure, aiming to a qualitative explanation of the main band structure
features. Despite its simplicity it may well identify the interaction between the Pb p states
and the substrate s state, and the necessity to break the nearest-neighbor in-plane hexagonal
symmetry, as the two important ingredients. The in-plane hexagonal symmetry is actually
absent in the real Pb/Au(111) due to the incommensurate character of the interface.

The second characteristic feature of the band structure is the difference between the
energy and momentum linewidth of Pb1 and those of the other states. Figure 4.7 quantifies
this momentum and energy broadening. Figure 4.7 a shows a momentum distribution curve
(MDC) at EF, along ΓKAu displaying the three Pb peaks and the Au sp band. The curve
is fitted by three lorentzians to account for the Au sp state and Pb2 and Pb3 states. The
residual is shown in grey and it represent the contribution of Pb1, which is found to be
almost three times broader than the other peaks. The EDC at k = -0.13Å−1 displays the Pb1
peak after background removal. This strong background is probably due to the contribution
of an indirect transition; its photointensity is proportional to the one-dimensional density
of states of the initial state integrated along kz [24]. The Pb1 peak is fitted with a gaussian
having a width of 1.74± 0.13 eV. This value is large and comparable to the one of 1.86 eV
reported for a Pb ML on Ag(111) [151].

The effect of the aforementioned moiré periodicity, and the resulting inequivalence of
Pb absorption sites in the nearly commensurate superstructure, is equivalent to disorder.
But such an effect is not strong enough to explain the energy and momentum broadening
of Pb1. As pointed out for a Pb ML on Ag(111) [151], it is necessary to consider a second
mechanism: the hybridization of the pz state with the Au surface state. When hybridized,
the Pb band, acquires a longer penetration depth in the substrate and presents a stronger
interaction with the bulk continuum. The latter contributes to the spectral weight spreading
around the Pb1 band dispersion: this is similar to the case of an impurity interacting with a
continuum.

A third unexpected, and previously unreported, feature in the band structure of the Pb
ML on Au(111) is the symmetry difference of the the CE contours between the two pxy
derived bands, illustrated by the CE maps of Fig. 4.4. The Pb3 state becomes apparent
as two pockets centered around the respective K points of the BZs of the two rotational
Pb domains; in Fig. 4.4 b they are traced by red and blue lines. By contrast, the Fermi
contour constituted by Pb2, as can be seen in Fig. 4.4 a, is a single hexagon. Therefore the
symmetry of Pb2 is that of the substrate and not the one of the overlayer. The symmetry
of the Fermi contour attributed to Pb1 state cannot be determined because of the blurring
induced by the band broadening.

We interpret the different band symmetry of the pxy derived states as arising from a
different degree of hybridization of the Pb2 and Pb3 bands with the Au continuum. We
have previously shown that such an interaction between the pxy states and substrate s state
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is a key ingredient for explaining the opening of the hybridization gap between Pb2 and Pb3
at the K point. Our tight binding model has also evidenced that Pb2 interacts and hybridizes
with Pb1. Hence, the former can acquire a partial pz character. The pz orbital component
can strongly interact with the substrate continuum through hybridization with the surface
state [151]. For this reason we propose that the strength of the interaction between the
substrate s state and the Pb pxy states is stronger in the case of Pb2 and weaker for Pb3.

The last point to be addressed is the different band intensity for k values smaller or
larger than the Au sp crossing. Before crossing with the Au band, the spectral weight of
the Pb1 and Pb2 states is small compared to the intensity of the Pb3 band and the branch of
Pb2 outside the Au sp state (see Fig. 4.5 a-c-d). This is another consequence of a different
degree of interaction between the Pb derived bands and the substrate continuum. For larger
k values, in fact, the bands enter in the projected bulk gap of the substrate indicated in
Fig. 4.4 b [170], hence the absence of bulk continuum makes impossible for the Pb3 states
to hybridize and delocalize according to the mechanism discussed above. The interaction
strength, as well as and the penetration depth of the Pb2 wave-function in the Au bulk
continuum, are smaller than for Pb1. Pb1 is so strongly interacting with the bulk continuum
that the resulting energy spread blurs the constant energy contour. On the other hand, for
Pb2 the longer penetration in the Au bulk continuum manifest itself as a change in the
band structure. The Pb2 state feels more strongly the substrate symmetry, while Pb3 is
more localized in the Pb overlayer and displays its two-domains symmetry.

4.2.5 V. Conclusions

We performed STM and ARPES measurements on the Pb ML on Au(111). Our observa-
tions show a peculiar orbital selective interaction of three Pb derived bands with the bulk
continuum of the substrate.

Interestingly, the two pxy derived bands have distinctively different symmetries; while
the first (Pb2) follows the substrate symmetry, the second (Pb3) is linked to the symmetry of
the overlayer. As captured by a model tight binding calculation, the Pb2 state has a mixed
pxy and pz character due to the interaction with Pb1. The pz component can hybridize
with the s band and the Au surface state, thus increasing the penetration depth of the state
in the bulk continuum. The intermixing of the Pb p orbital with the substrate s state may
also explain the hybridization gap between the Pb2 and Pb3 band. For the Pb1 band the
selective hybridization broadens the state in such a strong way that the blurred Fermi level
contour does not allow for a unique identification of the underlying symmetry. While the
broadening effect is weaker for Pb2, one can still observe the effect of delocalization in
the bulk as a change in the band structure itself, which follows the substrate symmetry.
A similar interaction mechanism is impossible for Pb3 because it lies entirely within the
projected band gap of the Au substrate.

4.2.6 Appendix

The different hybridization strengths used in the tight binding model presented in Fig. 4.6
are summarized in the following Table.
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Table 4.1: Hybridization parameters following the notation of Ref. [171] and correspond-
ing absolute energy values in units of (ppσ).

Parameters Fig. 4.6 a Fig. 4.6 b Fig. 4.6 c
(ppσ) 1 1 1
(ppπ) 0.3 0.3 0.3
(ssσ) N/A N/A 0.5
(spσ) N/A N/A 0.5

z-asymmetry 0 0.1 0

4.3 Combined ARPES and XPD study of the Pb/Ag(100) c(6×2)
interface

In the ARPES experiments previously discussed, the large lattice mismatch between the Pb
ML and the various metallic substrates (Cu(111) [147, 150], Ag(111) [151] and Au(111))
gives origin to a complex moiré super-periodicity. These interfaces are characterized by a
large buckling of the adsorbed atoms, and simultaneously by an inverse corrugation of the
topmost substrate layer [149, 151]. In the case of Pb/Au(111), our results suggest that the
incommensurability between the Pb ML and the substrate favors the hybridization between
the different Pb p states. We have investigated also the electronic properties of the Pb ML
grown on Ag(100), in order to elucidate the influence of the surface structure onto this
hybridization mechanism.

Figure 4.8: a and b show two LEED images at 32 eV and 128 eV respectively of the Pb
ML on Ag(100). Green lines indicate the square Ag(100) unit cell. Black lines indicate
one c(6×2) domain of the surface reconstruction. In panel b, the Pb extra spots clearly
display a quasi-hexagonal symmetry, which is interpreted as the periodicity of the Pb ML.
Blue and red continuous lines trace the unit cells of the two rotational domains of Pb. Blue
dashed line instead delineates the pseudo-hexagonal cell of one of the rotational domains.
In panel c the Brillouin zone (BZ) for the proposed model of the interface is sketched, with
all the high symmetry points. A green square traces the substrate BZ, while blue and red
hexagons trace the BZ of the two Pb domains.
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A coverage of approximately 1ML of Pb on Ag(100) yields a c(6× 2) reconstruction,
with two possible domains rotated by 90◦. Fig. 4.8 a shows a LEED image of the interface
acquired at 32 eV. Green and black lines indicate respectively the substrate (1 × 1) spots
and the c(6 × 2). The c(6 × 2) periodicity results as the correspondence cell between the
four-fold Ag(100) lattice and the pseudo-hexagonal Pb ML, whose periodicity is clearly
resolved at higher energy in the LEED image of panel b. Two Pb rotational domains
exist, with an angle of 30◦ between them. Figure 4.8 c shows a schematic drawing of
the associated Brillouin zones. Surprisingly, despite the two different symmetries, the
Pb/Ag(100) interface results commensurate. The matching between the two symmetries
is obtained by a small variation of the Pb-Pb bond length. The precise in-plane position
and the vertical displacement of the adsorbed atoms were investigated by means of X-ray
photoelectron diffraction (XPD). The results are briefly summarized in the next section.

4.3.1 Structural determination by means of XPD

The XPD experiments were performed at the VUV beamline (Elletra, Trieste) in collabora-
tion with Dr. Rong Rong Zhan, from the Surface Science group of Dr. Alessandro Baraldi
(University of Trieste). The XPD patterns of the Ag3d5/2 core level were collected at four
different excitation energies between 450 eV and 580 eV. These photon energies were cho-
sen in order to maximize the photoionization cross-section and to gain different multiple
scattering contributions by varying the electron kinetic energies. The low kinetic energies
(in the range between 85 eV and 212 eV) enabled us to extract mainly the backward scat-
tering features, thus largely enhancing the sensitivity to the inter-layer distances, as well as
to the atomic bonding distances.

The core-level XPS spectra were decomposed by using a line shape obtained by the
convolution of a Doniach-Šunjić function and a gaussian. The former accounts for the
core-hole lifetime broadening and the asymmetric tail due to the electron-hole pair creation
typical of the metals. The second includes experimental resolution, surface inhomogeneity
and vibrational broadening. Once the Ag3d5/2 core level spectra were fitted for all collec-
tion angles (θ, φ ), the angular dependence of the peak intensity was expressed in term of
a modulation function χexp(θ, φ) = [I(θ, φ)− I0(θ)]/I0(θ). I0(θ) is the average intensity
over all the azimuthal angles φ at a given polar angle θ. The subscript exp is adopted to
distinguish the experimental modulations from the theoretical ones.

The subsequent XPD analysis consists in a quantitative comparison between the ex-
perimental χ-function and a theoretical χ-function (χth) obtained by multiple-scattering
calculations based on trial structures. In this study the Multiple Scattering Calculation
of Diffraction (MSCD) package was used [172]. The goodness of the simulated pattern
was evaluated by means of a Pendry’s Reliability factor (R-factor): R =

∑
[i](χexp,i −

χth,i)
2/(χ2

exp,i − χ2
th,i)

2), where the sum index runs over all experimental data points (all
the angular positions for all the photon energies) [173]. The structural analysis, aimed at
the research of the best theoretical structure with the lowest R-factor, was accomplished by
means of iterative simulation-experiment comparisons accompanied by the implementation
of the steepest-descent algorithm.

The stereographic projections of the XPD modulation functions are presented in Fig-
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Figure 4.9: Experimental (left) and simulated (right) diffraction patterns for the Ag3d5/2
core level. The photon energies and the partial R-factors are reported in the middle, while
the global reliability factor, including the whole data set, is given in the bottom.

ure 4.9, where the experimental data are displayed according to the photon energy. In these
representations, the polar angle increases radially, as marked on the horizontal axis, while
the value of the azimuthal angle is indicated on the circular scale around each stereographic
projection. The experimental patterns of the Ag3d5/2 core level are shown on the left and
the corresponding best simulated patterns are presented on the right side of the figure. The
amplitude of the modulation is indicated by the reported color scale. The photon energy
increases from the top to the bottom of the figure, and the partial R-factor for each photon
energy is reported in the middle. The total R-factor for the entire experimental data set is
reported in the bottom of the figure.

The good agreement between experiments and simulations is qualitatively confirmed
by the fact that all the main diffraction spots, as well as many of the higher order diffrac-
tion features, are correctly reproduced by the simulations. Furthermore, the reliability of
the structural model is quantitatively confirmed by the low final R-factor of 0.19. The mod-
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Figure 4.10: Top (upper part) and side (lower part) view of the structural model for the
Pb/Ag(100) surface proposed by means of XPD investigations. The interlayer distances
discussed in the text are label on the right side of the picture in the bottom. And the red
colored rectangle indicates the c(6× 2) supercell.

ulation patterns display a fourfold azimuthal symmetry, as expected for the [100]-oriented
Ag surface. Indeed, this symmetry reflects the square geometry characteristic of the ar-
rangement of both the emitter atoms (Ag) and of the large part of the scatterers. However,
many of the diffraction features are originated by the scattering events occurring on Pb
atoms. These contributions become particularly significant at low kinetic energies, where
the XPD technique is extremely surface sensitive.

The structural model inferred from the XPD investigation is shown in Figure 4.10. The
dark gray spheres represent the Pb ML and the the bright gray ones represent the Ag(100)
substrate. The c(6×2) correspondence cell is marked by a red rectangle. Figure 4.10 indi-
cates that the Pb atoms form a pseudo-hexagonal ML with the in-plane primitive vectors of
slightly different lengths (4% ). The lattice matching between the ad-layer and the substrate
gives rise to a commensurate superlattice. Within the c(6×2) correspondence cell, there are
10 Pb atoms and 12 Ag atoms belonging to the first Ag layer; hence the Pb coverage is close
to 0.83 ML.

In the first step of the structural relaxation, all the (x,y) positions of the atoms in the first
three Ag layers, and those of the Pb ML are held fixed, while the three interlayer distances
are free to relax. As shown on the bottom of Fig. 4.10, very small interlayer relaxation
is found for the Ag substrate: dAg12 = 2.04 ± 0.10 Å and dAg23 = 1.90 ± 0.10 Å. The
spacing between the first Ag layer and Pb overlayer, dPb, is equal to 2.55± 0.05Å: which
is close to the average between the interlayer distances of bulk Ag(100) (2.04 Å [174]) and
Pb(111) (2.86Å [175]).Once the optimum interlayer distances are achieved, all the non-
equivalent atoms of the Pb layer and of the first Ag layer are relaxed (these two layers
have the predominant effects on the diffraction patterns). The final result shows atomic
in-plane displacements for both the Ag and Pb atoms. Along the surface normal direction,
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the most significant effect is the buckling of the Pb atoms at the center and at the corner
of the cell (0.4± 0.1 Å). This buckling arises as a consequence of the strong lattice stress
induced by the matching between layers of different symmetries to form the c(6×2) phase.
In fact, the Pb atoms preferentially adsorb in hollow sites, but owning to the geometrical
differences, some Pb atoms are placed in quasi-bridge positions. Interestingly, during the
local atomic relaxations, some of the Pb atoms are shifted from the quasi-bridge sites to
quasi-hollow positions along the [011] direction, thus getting closer to the central Pb atom.
These in-plane movements have two main consequences. The first is the outward buckling
of the central Pb atom, as discussed above. The second is the expansion of the Ag lattice
underneath the buckled Pb atom along the [011] direction. This movement is forced by the
Coulomb repulsion from the larger electron cloud surrounding the bucked Pb atom.

In summary the Pb thin film deviates only weakly from an ideal flat-freestanding ML.
Besides, also the subsurface Ag layer presents mainly in plane displacements, but negligi-
ble inverse corrugation, in contrast to what is reported for example for Pb/Cu(111) [146]
and to what is expected from calculations in the case of Pb/Ag(111) [151]. The structural
difference between the Pb ML grown on (111) terminated surfaces and on the Ag(100)
surface is reflected in the electronic properties of the interface, which is the subject of the
next section.

4.3.2 Electronic properties of Pb/Ag(100)

The band structure of the Pb/Ag(100) c(6 × 2) was investigated at the LSE laboratory
(with the HeI α line at 21.2eV) and at the VUV beamline at Elettra (at a photon energy
of 76 eV). Figures 4.11 a and b report the band dispersion acquired at 76 eV along the
two ΓKPb directions, of the two Pb rotational domains. The high symmetry direction of
panel a coincides also with the substrate ΓMAg direction (ΓKPb = 1.13 Å−1, ΓMAg =

1.03 Å−1). Panels c-d are a schematization of the experimental data.
The first Pb induced band, labelled Pb1 (indicated by green lines in panel c-d), has a

broad line shape. Besides, two free-electron like parabola disperse reaching their minimum
at the MAg point, and blue lines trace their dispersion in c and d. They result from the
two rotational domains contribution of a second Pb2 state. At lower binding energies two
further parabola are found crossing each other at MAg (indicated by red lines in c and d).
Actually, the doubling of this band is due to the folding of a single Pb3 at the boundary of
substrate BZ. The Pb3 band reaches its minimum at the KPb point. This is clearly seen
along the inequivalent ΓKPb direction of panel b, where the Umklapp replica is absent.

Figure 4.12 a displays a constant energy map collected at a binding energy of -0.6 eV.
The image results from the second derivative of the four-fold symmetrized sum of three
data sets acquired along the ΓMAg, ΓXAg and ΓKPb directions at ~ω = 21.2 eV . The
BZs of the substrate and of the two rotational Pb domains are indicated by green, and
blue/red lines respectively. The symmetry of the contours associated to Pb2 and to Pb3 are
well resolved. Pb2 lies close to the Γ point and displays a hexagonal flower-like shape.
Pb3 gives origin to small electron pockets centered at the six K point of the Pb ML. The
presence of two rotational domains doubles the number of pockets. Moreover the four
pockets in proximity of MAg are doubled owing to the periodicity of the substrate. At
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Figure 4.11: a and b show band dispersions along the ΓKPb directions of the two rotation
Pb domains (the first one coincides with ΓMAg). c and d display cartoon models of the
band dispersion of panels a and b. The preeminent spectral features of the band dispersions
are indicated by color lines.

this particular photon energy the intensity of the Pb1 band is very low: hence, the contour
associated to this state is not visible in the CE map. Figure 4.12 b reports a close up of the
region around MAg, which is highlighted by a yellow dashed rectangle in a. The Ag sp
state is visible in between the pockets as a line parallel to ky. Panel c displays the CE map
at the Fermi level for the same region of the BZ of panel b. Both the CE map and the band
dispersion evidence the fact that both the Pb2 and the Pb3 show the six-fold symmetries
and the two domains contribution of the Pb ML.

4.3.3 Discussion and comparison between the Pb/Au(111) and Pb/Ag(100)
results

The electronic structure of the Pb/ Ag(100) interface closely resembles that of Pb/ Au(111)
interface describe in 4.2. Despite the complexity introduced by several Umklapp replicas
of the Ag sp state and of the Pb bands, the band structure of the Pb ML is simply formed
by three bands. Pb1 is broader and its relative intensity is weak. This band, which has
pz orbital character [150] [151], strongly interact with the Ag continuum, hence acquiring
three-dimensional character, as discussed also in the case of Pb/Au(111).

As previously noticed, Pb2 and Pb3 display the symmetry and the double contribution
of the two Pb domains. For a perfectly flat Pb ML, tight binding calculation attributes to
Pb2 and Pb3 pxy character. In the case of Pb/Au(111) (and Pb/Ag(111) [151]) a moiré
patterns is observed accompanied by a large buckling of the Pb atoms. In that case the
incommensurability was proposed to introduce a mixing of the px, py and pz characters
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Figure 4.12: a-c constant energy maps at -0.6 eV (a and b) and at EF (c), acquired with
photon energy equal to 21.218 eV. The image in a results from the second derivative of the
four-fold symmetrized sum of three data sets along ΓMAg, ΓXAg and ΓKPb. The inner
branch of Pb2 gives rise to the flower shape close to the Γ point. The Pb3 state originates
the pocket at the KPb points. All the states clearly displayed the doubled signal due to the
two Pb rotational domains. b and c are close-ups of the region near to MAg , enlightened
by a yellow dashed line.

within the Pb bands. The consequence of this hybridization is primarily, the opening of a
gap between Pb2 and Pb3 close to the K point of the substrate. Moreover, Pb2 gains the
possibility to interact with the substrate continuum, similarly to Pb1, thus displaying the
symmetry of the substrate.

In the case of Ag(100) both Pb2 and Pb3 show the symmetry of the two rotational
domains, thus reflecting a complete delocalization in the ad-layer and a weak interaction
with the substrate. The absence of the hybridization gap between Pb2 and Pb3 is another
remarkable difference between the valence band of the two Pb ML grown on Ag(100) and
on Au(111).

We propose that these differences in the electronic properties of the Pb ML grown on
Ag and Au reflect the difference in the hybridization of their p orbitals. Our tight-binding
calculations suggest that such diversity may arise from the two distinct surface structures.
The calculations, in fact, indicate that only in the case of broken in-plane symmetry a gap is
opened at the KPb point. In the case of Pb/Ag(100) the commensurability and the flatness
of the Pb film contribute to preserve the hexagonal symmetry of the Pb ML, in contrast to
the Pb/Au(111) case.
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The physical properties of a solid, such as the electronic band structure or the phonon
dispersion, are often discussed in a simplified form starting from a one-dimensional chain
toy-model [26, 25]. This approximation is useful because it neglects most of the real com-
plications of the three-dimensional system, but still retains most of the important physical
concepts. Nonetheless, surprisingly, one-dimensional chain model fails in predicting the
electronic properties of real one-dimensional systems. One-dimensional materials are sen-
sitive to several kinds of instabilities (namely charge density wave (CDW), spin density
wave (SDW) or Peierls instability), which lead the system to a broken symmetry ground
state [176].

Several theoretical models have been developed to describe the complex ground state
of one-dimensional systems. Even if one disregards the existence of strong correlation
between the electrons and the various boson modes, in fact, the elementary excitation in a
1D system cannot be described in the frame of the Fermi liquid model based on coherent
quasiparticles and incoherent dressing. A detailed theoretical description of the non-Fermi
liquid ground state is beyond the aim of this thesis. A basic introduction to this physics,
accompanied with the most recent ARPES results on several 1D compounds, can be found
in ref. [177].

The subject of this thesis is the investigation of the generalized Rashba-Bychkov model
in different materials. In recent years, several one-dimensional systems have been artifi-
cially grown using anisotropic (110) surfaces [Pt(110) [178, 179], Cu(110) [180, 181]]
or stepped surfaces as template for the self-assembling of nanowires [182, 183, 184, 185,
186, 187, 188, 189, 190, 191]. The possibility to transfer the giant spin-splitting to one-
dimensional systems motivated the study of stepped Si(111) surface and of metallic (110)
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surfaces. In particular this chapter reports the complete ARPES study of 1D-like surface
alloy, grown on the surface of Cu(110) by evaporation of heavy elements (Pb and Bi). I ex-
perimentally observed spin-split surface states with reduced dimensionality. These results
are supported by ab initio calculations.

5.1 One dimensional surface states at stepped Si(111) surface

Si surfaces slightly tilted out of the [111] direction constitute a family of stepped surfaces,
in which terraces with (111) symmetry are separated by atomic steps. The average lateral
dimension of the terraces depends on the angle of misalignment (ranging between 1.26
nm for 14.4◦ up to 2.13 nm for 8.5◦, see ref [187]). The well ordered steps become part
of the surface reconstruction, whose periodicity is reflected in its electronic properties.
Therefore, if one considers the step periodicity, and not the pristine (111), miscut surfaces
are very anisotropic with almost no interaction between different steps, resulting in one-
dimensional like structures.

Several stepped surfaces ((335), (553), (775) and (557)) have been used as template
for the self-organization of nanowires and nanoribbons of evaporated high Z materials (Au
[182, 183, 184, 185, 186, 187, 188, 189], Pb [190, 191]). In all cases the 1D wires show no
band dispersion in the direction orthogonal to the chain. Open Fermi surfaces are observed,
indicating one-dimensional character. In particular, Au/Si(557) has been subject of intense
ARPES studies [182, 183, 185, 186, 188, 189]. A nominal Au coverage of 0.18 ML [187]
yields chains with a single Au atom per (111) terrace. The interest in this reconstruction
arose from the observation of a pair of bands, crossing each other at the Fermi level, where
their spectral weight is strongly suppressed. Such behavior was interpreted by Segovia et
al. as a signature of deviation from the Fermi liquid model, with the formation of two
bands associated to the charge (holon) and to the spin (spinon) excitations [182].

The Luttinger liquid scenario was later discarded: high resolution measurements, in
fact, showed that the two bands effectively do not merge at EF , and the spectral weight
is also mostly conserved [183, 184], as it is displayed in Fig. 5.1 a. The doubling of the
bands was ascribed to the existence of two chains per unit cell, or to one single chain of
step atoms with two broken bonds, and hence two free orbitals. The geometrical structure
of the chains was defined more clearly with the combined use of STM and x ray diffraction
[185]. A schematization of the crystal structure is displayed in Fig. 5.1 b. Contrary to the
mentioned two proximal bands model only one Au chain is present, lying in the middle of
the (111) terrace.

The hypothesis which attributes the metallic bands to the Si atom at the step, is rejected
on the basis of DFT calculations [188]. Fig. 5.1 c shows the results of non spin-polarized
calculations. The dangling bond at the Si step-atom gives rise to an instability which leads
to a buckling of the step edge and to a doubling of the unit cell ((2 × 1) superlattice).
Actually, two bands result from inequivalent atoms B and A: they are weakly dispersing
and they are indicated by square symbols (with the band associated to B fully occupied
and the one related to A only partially filled). The metallic dispersing band, the only one
consistent with the ARPES data of Fig. 5.1 a, is denoted by dark circles and it arises from
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Figure 5.1: a band dispersion of Au/Si(557) parallel to the chain direction [183]. The two
bands do not merge at EF and no gap is opened. The schematic side view of the surface
reconstruction is displayed in b, as obtained by STM study [187]. Panel c and d show
respectively ab initio calculations without and with the spin orbit interaction. The doubling
of the Au induced metallic state (indicated by black circles) is a direct consequence of the
spin orbit interaction [188].

the hybridization of 3p state of Si with the 6p orbital of Au.
In the calculation of Fig. 5.1 c the metallic band is single-degenerate. The experimental

doubling is well reproduced by taking adequately into account the spin orbit interaction,
and the results of fully relativistic calculation are shown in Fig. 5.1 d. Similarly to what
described in chapter 2 for Au(111), the large atomic SO interaction of gold gives origin
to spin polarized surface states, with large spin splitting. To the best of my knowledge no
spin-resolved ARPES experiment has been performed to verify this hypothesis. An indirect
confirmation has been provided by the observation of mini gaps close to theK ′ point where
the spin-split bands cross their Umklapp replica originated by the (2 × 1) superlattice
periodicity. The bands carrying the same spin avoid crossing by opening interaction gaps
which have been experimentally resolved by means of ARPES [189].

The results obtained on Au/Si(557) suggest that asymmetric surfaces can host spin-
split states with reduced dimensionality. This reconstruction is characterized by a large
structural anisotropy, which is reflected in the electronic properties of the interface. The
possibility to transfer such anisotropy also to the wave-functions (or equivalently to the
in-plane gradient potential) represented an ideal playground for testing the generalized
Rashba-Bychkov model.

Pb/Si(557) has been already subject of combined STM and ARPES study [190, 191].
Contrary to the Au case, Pb forms a dense phase constituted by nanoribbons confined in
the (111) terraces, and interrupted by the atomic steps. Several Pb-induced bands cross EF
and form open Fermi contours. Despite the high atomic SOC of Pb (for the 6p orbital ξSO
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is twice as large as the one of Au) no signature of spin splitting was reported by Su Kim et
al. [190, 191].

At the early stage of this thesis, several attempts to grow ordered Bi nanowires were
performed. Si(557) and Si(553) surfaces were used as templates for the self-assembling.
Even though several ordered phases have been identified by means of LEED ((4 × 3),
(6×6) or (

√
3×
√

3)R30◦), none of them displayed one-dimensional behavior or signature
of spin splitting in the band structure. Therefore a completely different route has been
explored, by exploiting very asymmetric , namely p(n × 1), reconstructions on the (110)
surface termination of noble metals. The most important ARPES results of those studies
are presented in the next sections.
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5.2 One dimensional spin-split states at the Cu(110) surface

5.2.1 Surface characterization of the Bi/Cu(110) interface

A detailed surface X-ray diffraction study reported the formation of two possible ordered
superstructures after deposition of Bi onto Cu(110) [192]. A coverage of approximately 0.5
ML yields a c(2 × 2) reconstruction, which is interpreted as a quasi-hexagonal structure.
When the Bi coverage reaches 0.75 ML a p(4× 1) reconstruction is formed.

Interestingly, the latter can be described as a missing row reconstruction in which every
fourth Cu row in the [001] direction is replaced by bismuth. This Bi atoms occupy sub-
stitutional sites and form a surface alloy, similarly to the case of BiAg2 [87]. Figure 5.2
displays schematic top and side views of the Bi/Cu(110) p(4 × 1) structure. Besides the
substitutional Bi atom, two further inequivalent Bi atoms in the unit cell occupy fourfold
hollow adsorption sites [192].

The surface alloy forms quasi-one dimensional chains, with a spatial separation (1.02 nm)
large enough to make the direct overlap of the wave-functions very small. Nonetheless, a
strong interaction with the substrate is expected, which may result in the coexistence of
bands with 1D and 2D character. All the structural parameters obtained by the surface
XRD study constituted the starting point for the ab initio calculations of the electronic
band structure of the surface alloy.

Figure 5.2: Top (a) and side view (b) of the substitutional model of the Bi/Cu(ll0) p(4×1)

surface structure. The large dark circles are Bi atoms and smaller and lighter circles are Cu
atoms. The directions of the sub-surface displacements of the Cu atoms are indicated by
arrows. The dashed lines indicate a p(4× 1) unit cell [192].
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5.2.2 Spin-split surface states with one-dimensional character in the Bi/Cu(110)
p(4× 1) surface alloy

In this section I discuss the observation of one-dimensional spin-split surface states in the
BiAg(110) p(4× 1) surface alloy.

Figure 5.3 a shows a LEED image of the p(4×1) surface reconstruction. Black squares
indicate the (0,1) and (1,1) spots of the substrate. Figure 5.3 b displays a schematic model
of the Bi/Cu(110) interface, as obtained by a previous surface x-ray diffraction study (and
shown in Figure 5.2) [192]. The unit cell is delineated with a white rectangle in the top
panel of Figure 5.3 b. It contains two inequivalent Bi atoms: the one at the corner of
the cell occupies substitutional site in the first Cu layer, as shown in the bottom panel of
Figure 5.3 b. By analogy with the BiAg(111)

√
3 ×
√

3R30◦ system we refer to this atom
as the one forming the surface alloy [87]. Interestingly, there is a buckling ∆z = 0.2 ±
0.01 Å of this Bi atom with respect to the neighboring Cu atoms [192]. This value is
approximately half of the correspondent one for heavy elements (Bi, Pb) surface alloys
grown on the (111)-terminated surface of Ag and Cu [105]. The alloyed Bi atoms form
rows with quasi one-dimensional character, as observed in a previous STM study on similar
surface reconstruction (Pb/Cu(110) p(n×1) [193]), hereafter we refer to them as Bi chains.
The distance between neighboring chains is equal to 1.02 nm.

Figure 5.3 c shows an ARPES image map of the band dispersion parallel to the Bi

Figure 5.3: a LEED image of the Bi/Cu(110) p(4 × 1) reconstruction. Black squares
enclosed the (0,1) and (1,1) substrate spots. b schematization of the surface structure as
reported in a previous X-ray diffraction study [192]. The Bi atoms in substitutional site
form chains, and they are characterized by a large buckling (∆z = 0.2 ± 0.01 Å) with
respect to the neighboring Cu atoms. c and d measured and calculated band dispersion
parallel to the chain (ΓY ). A pair of spin-split surface states (labelled Bi1 and Bi2) disperse
with negative effective mass.
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Figure 5.4: a and b Fermi surface measured respectively along the ΓX and ΓS high
symmetry directions. Red dashed lines delimit the p(4 × 1) BZ. Remarkably the Bi1
and Bi2 bands present open contours, fingerprint of strong one-dimensional character. A
further one dimensional Bi derived state is observed (Bi3) in the second and third BZ of
the reconstruction.

chain, for k⊥ = 0Å−1. Three bands are visible: the two most intense, labelled Bi1 and
Bi2, are interpreted as a pair of spin split surface states. The third band, dispersing with
larger kF value (indicated by black arrows), is the Cu sp state. The Bi1 and Bi2 bands
disperse with negative effective mass, with their crossing lying above the Fermi level. The
spin splitting, as obtained from the fit to the momentum distribution curve (MDC) at the
Fermi level, is equal to ∆k = 2k0 = 0.048 ± 0.005 Å−1, where k0 is the momentum offset
of the band maximum. From the parabolic fit of the spin-split bands we obtain an effective
mass m∗ = -0.26 ± 0.05 me.

Figure 5.3 d shows the results of ab initio calculations, which well reproduce the ex-
perimental dispersion of the Bi induced states [194]. Moreover, the calculations confirm
the spin polarization of the Bi states. Blue and red markers indicate the two possible spin
directions. The size of the markers evidence the degree of spin polarization of the states. In
the calculations several further states, forming the Cu(110) bulk continuum, disperse and
hybridize with the Bi bands.

Figure 5.4 a and b show two constant energy maps at the Fermi level (with ΓX = 1.22
Å−1, ΓY = 0.86 Å−1 and ΓS = 1.49 Å−1). The most striking feature is the open character
of the Fermi surface sheets associated to the Bi1 and Bi2 states. This experimental finding
represents a novelty for the study of spin-split surface states in surface alloys. Spin-split
states with one dimensional character were previously reported only for Au chains grown
on stepped Si surfaces [189, 188]. In Figure 5.4 a red dashed lines delimit the border of
the p(4×1) Brillouin zone. The Fermi contour associated to Bi1 loses drastically intensity
when entering in the second BZ. The spectral weight of Bi2 also similarly reduced, but this
state is still visible in higher order BZs. A red line guides the eye on the right branch of Bi2.
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The warping of the band denotes an interaction with a two-dimensional potential, similarly
to what reported by ARPES investigations of bulk quasi one-dimensional systems [177]. A
third Bi induced state is observed in the second and third BZ. It is labelled Bi3, and a light
blue line delineates its Fermi contour, whose behavior is fully captured in Fig. 5.4 b. The
warping of this state is much stronger than for Bi1 and Bi2, even though the state presents
still an open Fermi contour.

Panel b displays the well-known dog-bone shape of the Cu sp state. Noticeably, the
spectral weight of this state has an inverted behavior with respect to the spin-split surface
states, and its intensity decreases when approaching the Γ point. We interpret such effect as
a transfer of spectral weight between the substrate sp band and the Bi induced states. The
interaction of the Cu sp state with the spin-split bands has a second dramatic consequence.
A comparison of the Fermi contour of Bi2 in the first and second BZ reveals that the 4×1
periodicity is broken. Owing to the interaction with the Cu sp state near the Γ point, the
Bi1 and Bi2 states shrink and deviate from their expected wiggling.

Figure 5.5 a and b show the band dispersion parallel to the Bi chain in proximity of the
high symmetry points Γ and Γ’ (respectively at k⊥ = −0.07 Å−1 and k⊥ = +0.54 Å−1).
The Bi1 and Bi2 bands (dashed blue and red lines) have different kF values in the first
BZ (a) and in the second BZ (b). The most prominent consequence of such periodicity
breaking is the improper numerical evaluation of the spin splitting obtained in the first BZ.
From a thorough survey of Fig. 5.5 a and b, in fact, we observe that the Bi1 and Bi2 bands
do not undergo a rigid shift toward smaller k values, but their splitting is also affected.
Hence, the k splitting in the second BZ (and similarly in third BZ) is ∆k = 2k0 = 0.067 ±
0.05 Å−1. This value is larger than the one found in the first BZ, and it is larger than the
spin splitting reported in the Bi(111) surface state [81, 87]. Such value is comparable with
the spin splitting in the surface alloy PbAg2 and in the mixed alloy BixPb1−xAg2 [90].
Furthermore, in Figure 5.5 a, Bi1 shows a reduction of its spectral weight and a broadening
of its line shape, for binding energies larger than 1eV in the region enclosed by a black
rectangle. This effect may arise from the hybridization of the one dimensional spin-split
states with the Cu(110) bulk continuum, as suggested by the gaps observed in the ab initio
calculations of Figure 5.3 d. These experimental findings reveal that the hybridization of
the surface state wave-function with the substrate continuum plays an important role in
defining the value of the splitting.

Figure 5.5 c displays a cut in the electronic band dispersion orthogonal to the Bi chain
direction taken at k// = -0.33 Å−1. Two rectangles enclose the region of the band disper-
sion associated to the Bi induced states, with the same color coding used in Figure 5.3 c. A
strictly one-dimensional band would not disperse in the direction orthogonal to the chain,
while Bi1 and Bi2 wiggle over an energy range of several hundreds of meV. This ob-
servation is consistent with the two-dimensional warping already observed for the Fermi
contours in Fig. 5.4 a and b. Figure 5.5 c clearly displays also the large transfer of spec-
tral weight due to the hybridization of the one dimensional surface states with the Cu bulk
continuum, in the region close to Γ (k⊥ = 0 Å−1 ). Figure 5.5d shows the calculated band
structure along the ΓX high symmetry direction k// = 0Å−1 [194].

Figure 5.6 displays a stack of energy distribution curves (EDCs) extracted from Fig. 5.3c
in the range between k = −0.332 Å−1 and k = −0.194 Å−1, vertically offset from the
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Figure 5.5: a and b band dispersion along the Bi chain direction at -0.07 Å−1 and +0.54
Å−1, in proximity of the high symmetry points Γ and Γ’. The interaction with the bulk sp
breaks the p(4×1) periodicity. The kF values of Bi1 and Bi2 are smaller in the first BZ (a)
than in the second BZ (b). The splitting is affected as well, and it is reduced by a factor 1.5
in the first BZ. c displays the measure band dispersion in the direction orthogonal to the Bi
chain (taken at k// = −0.33 Å−1). Bi1 and Bi2 weakly disperse also along this direction.
Green dashed lines indicate the Cu sp state and its Umklapp on the p(4× 1) periodicity. d
calculated band structure along the ΓX high symmetry direction k// = 0Å−1.

lowest k value to the largest. The green, red and blue spectra correspond respectively the
Fermi level crossing of the Cu sp, Bi2 and Bi1 states. Interestingly, the lineshape of Bi2
broadens when approaching the Fermi level; on the contrary Bi1 gets sharper and more
intense when dispersing towards the Fermi energy. This may indicate a deviation from a
purely Fermi-liquid behavior, as a consequence of the reduced dimensionality.

In summary, ARPES shows the existence of one dimensional spin-split surface states
at the Bi/Cu(110) p(4×1) surface reconstruction. The experimental findings are supported
by ab initio fully relativistic calculations [194]. The one dimensional behavior is originated
by the reduced dimensionality of the Bi atoms in substitutional site forming atomic chains.
The large buckling of the Bi atoms in the substitutional site represents a strong analogy
with the alloys grown on the (111)-terminated surface of Ag and Cu [105]. The k splitting
is larger than the values reported for the surface states of Au(111) [10] and Bi(111) [81],
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Figure 5.6: Stack of EDCs, positively shifted when going from k// = −0.332 Å−1 to
k// = −0.194 Å−1. The green red and blue spectra show respectively the Fermi level
crossing of the for the Cu sp, Bi2 and Bi1 states. Bi2 peak broadens when dispersing
toward the Fermi level. An opposite trend characterizes the Bi1 peak.

and it is comparable with the giant spin splitting observed in the Ag(111) surface alloys
[87, 90, 97, 102]. Furthermore, we observe a difference in the spin splitting between the
first and the higher orders Brillouin zones. This is interpreted as a consequence of the
hybridization between the one dimensional state and the bulk continuum, and it suggests
that the large spin splitting strongly depends on the properties of the surface state wave-
functions, as proposed for the giant spin splitting in BiAg2 [89].

Furthermore, the one-dimensional character of these states represents a novelty in the
study of giant Rashba-Bychkov systems, and one dimensional surface alloys may become
a prototype for the investigation of non Fermi liquid behavior.
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5.2.3 Surface characterization of the Pb/Cu(110) interface

The discovery of 1D surface states with large spin splitting stimulated further studies, with
the aim to selectively quantify the role played by the adsorbate and by the substrate in
defining the strength parameter αR in the extended RB model. Lead is the best candidate
to replace bismuth, due to the large atomic SOC and to the similar atomic radius. Several
studies investigated the sub-monolayer coverage of Pb on Cu(110) [195, 196, 197] reveal-
ing a very complex phase diagram. Scanning tunnelling microscopy succeeded in resolving
the surface structure of the interface [193].

Similarly to the Bi case, the lowest coverage phase is a c(2 × 2) superstructure, at
approximately 0.5 ML. While larger amount of Bi yields a single 1D-like surface recon-
struction, in the case of Pb several 1D phases exist with different separation between the
chains. These p(n× 1) superstructures are interpreted as linear combination of two build-
ing blocks: the p(4 × 1) reconstruction at 0.75 ML and the p(5 × 1) reconstruction at 0.8
ML. The coexistence, in the same sample, of several phases is possible owing to the very
small differences in the coverage. Figure 5.7 a shows an STM topographic map of an inho-
mogeneous sample, in which various phases with n = 4, 8 and 12 are visible [193]. These
superstructures are interpreted as arising from the substitution of every nth row of Cu with
Pb atoms. Figure 5.7 b displays a model of the p(5 × 1) reconstruction, and it closely
resembles the structure of Bi/Cu(110) p(4 × 1) [192]. Unfortunately, while the indicated
in-plane distances are calculated by reconsidering previous XRD data [195, 196], in the
literature there are no rod profile study. Hence, no precise value for the buckling of the Pb
atom in the substitutional site is available.

Figure 5.7: a STM topographic map of an inhomogeneous Pb/Cu(110) surface, hosting
several different p(n × 1) domains (n = 4, 8, 12). b schematic model for the p(5 × 1)

reconstruction, investigated in our ARPES study. The structure closely resemble the one of
Bi/Cu(110) p(4 × 1) with a larger separation between the 1D chains: 1.27 nm for Pb and
1.02 nm for Bi [193].
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5.2.4 Evolution of the spin splitting in Pb/Cu(110) p(5× 1) and in the mixed
alloy

Only the highest coverage p(5 × 1) phase was subject of a detailed ARPES investigation.
LEED experiments were carefully performed over the whole sample surface in order to
evidence the presence of extra spots associated to different p(n× 1) domains.

Figure 5.8 a displays the band dispersion parallel to the direction of the Pb chain.
The measurement was performed at liquid nitrogen temperature, with angular resolution
set equal to 0.2◦ and energy resolution better than 10 meV. Two intense and sharp states
are resolved, crossing the Fermi level at approximately kF1 = ±0.31 Å−1 and kF2 =

±0.28 Å−1, and the resulting splitting in the FBZ is equal to ∆k = 2k0 = 0.029 Å−1.
The kF values are larger than in the case of Bi/Cu(110) p(4 × 1), and this is explained as
a consequence of the different atomic electronic configurations: [Xe]4f145d106s26p3 for
Bi and [Xe]4f145d106s26p2 in the case of Pb. The reduced 6p occupation translates in a
rigid shift of the surface states.

Figure 5.8: a band dispersion of the Pb/Cu(110) p(5 × 1) reconstruction parallel to the
Pb chain. A small but not negligible spin splitting is resolved (∆k = 0.029Å−1). b
Fermi surface in the FBZ, the spin-split states form an open Fermi surface. The expected
periodicity is hidden by the interaction with the Cu sp state, as previously observed in the
case of Bi/Cu(110) p(4 × 1). The hybridization results in a strong transfer of spectral
weight between the Cu and the Pb derived state, which appears particularly intense in the
FBZ.

The spin-splitting is reduced by a factor 1.66 when replacing Bi with Pb, and such
effect cannot be ascribed only to the different atomic SOC (the ratio between the two is,
in fact, 1.37). A similar reduction os observed for the BiAg2 and PbAg2 surface alloys
already discussed (see chapter 2) [90, 198].

The large spin splitting in the 1D surface alloys is hence probably the result of a com-
plex interplay between atomic properties and structural parameters, similarly to the case
of the (111) terminated surfaces. A future structural investigation of the vertical displace-
ment of the Pb atoms is required in order to place this system in the (αR, ∆z) phase space
proposed by Gierz et al. [105].

The influence of the substrate on the 1D surface states is manifest in the two-dimensional
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Figure 5.9: a cartoon of the reciprocal space of the Pb/Cu(110) interface. The high sym-
metry points of the Cu(110) substrate (black) and of the p(5× 1) reconstruction (blue) are
shown. The contours of the Cu sp band and of the Pb induced states are traced by color
lines. The dashed area corresponds to the region of the reciprocal space displayed in panel
b-d. b-d three constant energy maps (EF , −0.4eV and −0.8eV ) of Pb/Cu(110) in the
third BZ. The contours associated to the different Pb related states are visible, and clear
signature of 2D warping is present. The bottom part of panel b-d is a schematization of the
band contours to guide the eyes of the reader.

warping of the constant energy contours in the direction orthogonal to the chain, and in the
deviation from the expected p(5× 1) periodicity. Figure 5.8 b shows the Fermi Surface in
the FBZ with ΓX ′ = 0.25 Å−1 and ΓY =0.87 Å−1. For k⊥ = 0 Å−1 the two spin-split
states are distinguishable, whereas close to the zone boundary the intensity of the inner
components is strongly reduced. Similarly to the case of Bi/Cu(110) the surface states in-
teract with the Cu sp band, which is barely recognizable in Fig. 5.8 due to the transfer of
spectral weight to the 1D states. The actual symmetry of the 1D states is investigated in the
third BZ of the reconstruction (Γ3rd = 0.98 Å−1). Figure 5.9 a is a sketch of the Cu(110)
BZ, and the high symmetry points of the substrate (black) and of the reconstruction (blue)
are indicated. Color lines trace the Fermi surface contours of the Cu sp band and of the
1D surface states. Figure 5.9 b-d show three constant energy maps respectively at EF ,
−0.4eV and −0.8eV , in the reciprocal space region indicated by the dashed blue area in
panel a. A blue rectangle indicates half of the p(5× 1) cell, for k// < 0 Å−1.

The most intense state is the Cu sp state, while the Pb states are faint and visible only in
the upper part of the unit cell. For all three maps a cartoon of the contours is shown in the
bottom panels. The one-dimensional character of the Pb states is confirmed by the open
Fermi surface. The contour associated to the inner spin branch (labelled Pb1) is visible
only at higher binding energies. Similarly to the case of Bi/Cu(110) additional extra states
are visible in the higher order BZ, namely Pb3, and its concavity is opposite to the one of
the spin-split states (in agreement with the case of Bi/Cu(110), see Figure 5.4.
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The contour of the external spin branch, Pb2, is more clearly resolved, and the associ-
ated 2D warping at the Fermi level is equal to ±0.05 Å−1. This is equivalent to a variation
of 15% with respect to the kF value, and larger than for the Bi case, where we report a
modulation of ±0.03 Å−1 corresponding to 10% of kF . Surprisingly, in the p(5 × 1) re-
construction the distance between the chains is 1.27 nm, therefore 25% larger than in the
case of Bi/Cu(110) p(4 × 1) (1.02 nm). The larger 2D warping in the Pb states suggests
that the interaction between the chains is not direct but mediated by the substrate.

Figure 5.10: Band dispersion parallel to the chain direction for the mixed alloy
Bi1−xPbx/Cu(110). Top panels show the raw data, while bottom panels display the sec-
ond derivative, in order to enhance the spin splitting. The left (right) panels are related to
the pristine Bi/Cu(110) (Pb/Cu(110)) surface, while the central panels (b, c, f, g) report the
results for two different stoichiometries.

This experimental finding is of importance for two reasons. Firstly, the Rashba pa-
rameter αR results from the surface state wave-functions which are formed by the orbitals
of both the substrate and the adatoms. Understanding in detail the mixing of these states
may help in assessing the relative effective contribution of the different elements to the
large spin-splitting. Secondly, the interaction with the substrate endows the 1D states with
a non-negligible 2D character. Understanding precisely the mechanism of hybridization
may provide indications on how to tailor the interface in order to grow ideal 1D chain
systems, which may exhibit (in extreme cases) deviations from the Fermi liquid model.

The possibility to manipulate the electronic properties of the p(n× 1) was explored by
growing mixed Bi1−xPbx/Cu(110) surface alloy. The similar atomic radii and the com-
parable surface free energies (resulting in comparable surface reconstructions) enabled us
to mix the two atomic species with a wide range of possible x values. The ordering of the
p(4× 1) reconstruction was ensured by LEED. Figure 5.10 shows the band dispersion par-
allel to the chain for two selected stoichiometries, compared to the pristine Bi/Cu(110) and
Pb/Cu(110). The top panels a-d display the raw data; in b and c the splitting is less resolved
due to the intrinsic disorder of the mixed alloy. Similar band broadening was previously re-
ported also for the Bi1−xPbx/Ag(111) surface alloys [90]. The second derivative images,
in the bottom panels e-f, clearly show the splitting in the mixed alloys.
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Figure 5.11: a stack of MDCs taken at EF for the various Bi1−xPbx/Cu(110) samples,
and vertically offset. The stoichiometry is evaluated from the area of 5d the core levels,
displayed in panel c. b 5d core levels of Bi.

Pb concentration induces a continuous shift of the surface states, and a reduction of
the splitting. These two effects are clearly discerned in Figure 5.11 a, displaying MDCs at
EF for all the measured samples. The spectra are vertically offset for clarity, with the pure
Bi/Cu(110) (Pb/Cu(110)) at the bottom (top). Figure 5.11 b and c show the 5d core level
spectra of Bi and Pb, the latter is used for defining the stoichiometry.

Each MDC is fit with a multi-components function, describing the two spin branches
and a background due to the Cu sp band. The positions of the maxima of the two peaks,
corresponding to kF1 (outer branch) and kF2 (inner branch), are shown in Figure 5.12 b as a
function of x and two dashed lines indicate qualitatively the trend. The difference between
each pair of kF values defines the spin-splitting, shown in panel a. A clear decrease of
∆k = 2k0 is observed when increasing the Pb content.

Figure 5.12: a spin splitting ∆k of Bi1−xPbx/Cu(110) for various stoichiometries. b
Fermi wave-vectors for the inner spin branch kK1 and for the outer component kK1 as a
function of x.
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It is important to notice that for all the mixed alloys the surface reconstruction is
p(4×1). In this way the atomic substitution on the splitting is decoupled from the structural
influence of the reconstruction. A complementary point of view would consist in measur-
ing the evolution of the spin splitting for the different Pb p(n× 1) reconstructions, in order
to quantify the role played by the surface structure. Unfortunately such important inves-
tigation is very difficult due to the very small separation in coverage between the various
phases.

In summary, I believe that the Pb/Cu(110) system might play an important role in
isolating the structural influence (namely the buckling ∆z) on the spin splitting, without
need to change the adsorbed atom but simply by modifying n. A systematic combined
high resolution ARPES and structural (XRD, or XPD or IV-LEED) investigation would be
desirable.
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The formation of a conducting two-dimensional electron gas (2DEG) in bulk insulators,
or in semiconductors, is a fundamental condition for technological applications. Moreover,
the combination of the high charge mobility of the 2DEG with large spin splitting is de-
sirable for the advent of spintronics devices. With this motivation transition metal oxides
(TMOs) based on large Z elements, such as KTaO3, have been recently investigated by
ARPES, but despite the strong atomic spin-orbit coupling, the observed 2DEG does not
display a measurable spin splitting [125].

The formation of large spin split 2DEG was reported, instead, at the surface of the
topological insulator Bi2Se3, due to the strong surface band bending and the formation of
a charge accumulation layer [199]. A similar mechanism was proposed also to explain the
formation of spin split states in the non centro-symmetric polar BiTeI [48]. The broken
inversion symmetry in its crystal structure makes BiTeI a prototype for giant bulk Rashba
spin splitting [46]. Our work contributes to shed light on the bulk and surface origin of the
spin split states. Moreover, we have shown that due the polar nature of the BiTeI surface it
is possible to tune the position of the Fermi level over a broad energy range. In particular
both hole and electron charge carriers can be obtained by a precise control of the surface
termination.



100 Chapter 6. Large Dresselhaus and Rashba Spin Splitting at BiTeI Surfaces

6.1 The Crystal structure of Bismuth Tellurohalide BiTeI

Figure 6.1 shows schematically the crystal structure of BiTeI (left panel) along with a
summary of the most important structural parameters (right table) [200]. BiTeI crystallizes
in a hexagonal structure with P3m1 space group, and with lattice constants a = 4.339 Å

and c = 6.854 Å. The crystal structure is a deformed variant of the 2H− CdI2 structure
type, with a precise ordering of Te and I in separated layers alternating with Bi, which
occupy octahedral interstices sites. Bismuth and tellurium atoms are covalently bonded
to form a positively charged bilayer. The characteristic bond length (Bi-Te = 3.039 Å) is
similar to those of binary compounds, for example the topological insulator Bi2Te3 (Bi-Te
= 3.027 Å).

Because of the non neutral character of the Bi-Te subcell, the crystal structure is de-
scribed in term of a semi-ionic model, in which the positively charged bilayer interacts
with the negatively charged iodine atoms, resulting in an ionic contact between Bi and I.
This model succeeds in explaining the longer Bi-I bond length (Bi-I = 3.272 Å), similar to
bismuth thiohalides [200]. The positive charge of the BiTe+ bilayer is mainly localized on
the Bi atoms, and therefore the Bi-Te and Bi-I are chemical bonds with respectively cova-
lent and ionic nature. The interaction between Te and I is weaker and defines the cleavage
plane. It is interesting to notice that the precise alternating packing of Te and I along the c-
axes introduces a three-fold rotational symmetry in the material, which should be reflected
in the corresponding electronic properties.

Finally, the BiTe+ bilayer is corrugated and closely resembles the geometry of a metal-
lic bismuth bilayer, which has been recently proposed to host a quantum spin Hall phase
[201]. The BiTe+ bilayer and the bismuth bilayer are isoelectronic, with five electrons and
with a lone pair ns2 per atom. BiTe+ and Bi0 layers are analogues, and the concept of
cluster, typical of the Bi system, is substituted by the concept of BiTe+ heterocluster.

Figure 6.1: Schematic representation of the crystal structure of BiTeI (left) (from [48]) and
most relevant information about the lattice symmetry, bond lengths and atomic positions in
the unitary cell, as obtained from X-ray powder diffraction study [200].
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6.2 Giant Rashba-type spin splitting in bulk BiTeI

The interest in the origin of the large spin splitting in the band structure of the polar BiTeI
was initiated by the pioneering work of Ishizaka et al.. A combined ARPES and spin
resolved ARPES study, supported by ab initio calculation, offered a first insight in the
electronic properties of this material. Figure 6.2 a and b shows respectively the three di-
mensional Brillouin zone and the energy dispersion of the bands obtained by relativistic
first principle calculations [48, 202]. Despite the layered nature of the crystal, the band
structure presents a non negligible dispersion along the ΓA high symmetry direction (par-
allel to the kz axis, orthogonal to the surface). The existence of a small gap is reported,
whose magnitude is underestimated by the DFT model. Optical measurements provide a
direct experimental view of the gap, which is found to be equal to∼ 0.4 eV [203]. In-plane
electric resistivity indicates a metallic behavior down to liquid He temperature, which is
interpreted in term of a small deviation from stoichiometry, and for this reason BiTeI is
described as a degenerate small gap semiconductor. The bands at the Fermi level are de-
rived from the Bi 6p states, while the valence band is constituted mainly by the Te and I 5p

orbitals.
By comparing the results of the calculated electronic structures with and without spin

orbit (not shown) a drastic change is observed close to the A point. The spin degeneracy
is resolved and the maximum (minimum) of the valence (conduction) band is shifted away
from the high symmetry point by approximately± kV B = ± 0.05 Å (± kCB = ± 0.05 Å).
The band dispersion resembles the Rashba-like dispersion characteristic of surface states,
but in this case the large spin splitting affects bulk bands, making BiTeI the largest bulk
Rashba spin split material.

These theoretical findings called for detailed ARPES measurements, whose results are
briefly shown in Figure 6.2 c. High energy and momentum resolution were achieved by the
use of laser based ARPES. Surprisingly two sets of spin split states are observed crossing
the Fermi level, with binding energy respectively equal to 0.33 eV and 0.17 eV . The
bottom of the conduction band is therefore considerably shifted downward with respect
to the ab initio calculation (0.14 eV ), and this indicates the presence of a strong near-
surface band bending. To simulate this effect the authors used the Poisson-Schrödinger
equation method, developed for the study of InN surface [204] and successfully applied
to the topological insulator Bi2Se3 [199]. The results of this simulation are shown in
Figure 6.2 d, where the potential energy V (z) is displayed as a function of the depth from
the surface z. There exists a band-bending layer with thickness equal to ∼ 20 Å with an
electron accumulation 10 times larger than in the bare bulk conduction band.

The pair of spin states of Figure 6.2 c was interpreted as two distinct quantum well
subbands arising from the spatial confinement of the conduction band wave-functions in
the sub-surface accumulation layer. The quantization mechanism conveys a dispersion-
less character to the bulk derived states, and this was partially confirmed by measurements
at two different photon energies (21.2 eV and 40.8 eV , respectively the HeIα and HeIIα
lines). At higher photon energies only one pair of spin split state is resolved, and this was
ascribed to the higher momentum resolution of the laser-ARPES and the deeper probing
depth of the low energy photoemitted electron.
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Figure 6.2: a three dimensional Brillouin zone of BiTeI. b shows the energy dispersion
of the bands obtained by relativistic first principle calculation [48, 202]. c displays laser-
ARPES measurement of the band dispersion, two set of spin split states are observed, and
they are interpreted as two distinct quantum well subbands arisen from the quantization
of the conduction band in the sub-surface accumulation layer. The surface band bending
is simulated by solving a Poisson-Schrödinger equation, and panel d shows the calculated
potential energy V (z) as a function of the depth from the surface z [48].

Spin resolved ARPES confirmed the spin polarization of the states at the Fermi level,
but the origin of such splitting remains still unclear. The authors discarded the origin of the
splitting as an effect of the band bending, because the magnitude of the splitting introduced
by the surface potential gradient results small. However, as it was discussed in Chapter 2,
the simple Rashba - Bychkov model is never capable to reproduce quantitatively the large
splitting in surface states. King et al. were able to capture the spin splitting of the quantum
wells states in Bi2Se3, but similarly their model fails at a numerical level [199]. In order
to shed light on the surface contribution to the large spin separation and to investigate the
kz dispersion of the conduction and valence band states, we carried out a detailed ARPES
study of BiTeI, which is subject of the next section. This article has been published as
Physical Review Letters [205], and highlighted with a synopsis in Physics [206].
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6.3 Giant Ambipolar Rashba Effect in the Semiconductor BiTeI

We observe a giant spin-orbit splitting in bulk and surface states of the non- cen-
trosymmetric semiconductor BiTeI. We show that the Fermi level can be placed in
the valence or in the conduction band by controlling the surface termination. In
both cases it intersects spin-polarized bands, in the corresponding surface depletion
and accumulation layers. The momentum splitting of these bands is not affected by
adsorbate-induced changes in the surface potential. These findings demonstrate that
two properties crucial for enabling semiconductor-based spin electronics – a large,
robust spin splitting and ambipolar conduction – are present in this material.

The relativistic spin-orbit interaction (SOI) lifts the usual Kramers spin degeneracy in
electron systems that lack inversion symmetry. It lies at the origin of many subtle and
interesting effects in the electronic structure of materials such as the emergence of topo-
logical insulators (TI), a new quantum state of matter. In the bulk of materials with non-
centrosymmetric structures, such as the zincblend and wurzite structures, it gives rise to
the Dresselhaus [47] and Rashba [46] effects. An analogous effect, the Rashba-Bychkov
effect, describes the lifting of the spin degeneracy at surfaces and at asymmetric interfaces,
where inversion symmetry is also broken [45]. The SOI is a general phenomenon, but it
is especially relevant in solids containing high-Z elements because of their large atomic
spin-orbit parameter. The characteristic splitting in energy and momentum was first di-
rectly observed by angle-resolved photoelectron spectroscopy (ARPES) on the Au(111)
surface [10]. The predicted polarization of the electronic states was confirmed by spin-
polarized ARPES [58, 60], and the Rashba scenario has been extended to other surfaces
and interfaces [67, 81, 207, 51, 189, 87, 123, 114, 111].

The vision of an all-electric control of spin transport in new device concepts explains
the strong current interest for materials with large Rashba or Dresselhaus effects. Future
devices operating at room temperature will require a large separation between the spin-
polarized bands and the ability to tune the position of the chemical potential over a broad
energy range. Whereas the former have been reported in surface alloys with high-Z ele-
ments such as Pb or Bi, only limited tunability has been achieved so far.

BiTeI is a non-centrosymmetric semiconductor for which theory predicts a large bulk
Rashba effect, and the emergence of a topological insulating phase under pressure [208].
Ishizaka et al. [48] used spin-resolved ARPES to reveal spin-polarized states with a large
momentum splitting. They assigned them to a quantum-well state (QWS) confined in the
accumulation layer that appears because of band bending in the surface region. This inter-
pretation has been questioned in part by more recent ARPES data and theory that show the
coexistence of surface and bulk bands near the Fermi level [209].

In this Letter, we show that in BiTeI the chemical potential can be moved well into the
conduction band or the valence band by controlling the surface termination. Remarkably,
a giant spin splitting at the Fermi surface is observed in both cases. First-principles rela-
tivistic calculations indicate that both the surface and the bulk bands are split by the SOI.
We also prove that the size of the Rashba effect is largely insensitive to changes in the sur-
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Figure 6.3: (a) I 4d, Te 4d and Bi 5d core level spectra measured at hν = 120 eV on Te-
(red, top) and I-terminated (green, bottom) surfaces. (b,c) Schemes of surface band bending
for the two surface terminations. The thickness of the accumulation layer was estimated
to be ∼ 3 nm in Ref. [48]. (d) ARPES dispersion along the ΓK direction measured at
93 eV and T = 40 K, for a Te-terminated surface, compared to (e) the projected slab
band structure calculated from first principles. The size of red symbols is proportional
to the magnitude of projection onto the surface Te atoms. The continuum of bulk states
is shown in blue. (f,g) Corresponding plots for the I-terminated surface. The size of the
green symbols is proportional to the contribution of the surface I atoms. In (e) and (g) only
projection amplitudes larger than 0.1 are shown.

face potential. Therefore, the splitting has mainly an atomic origin. These results establish
BiTeI as a versatile material, characterized by the coexistence of very large ambipolar bulk
and surface Rashba effects.

We performed ARPES experiments at the Electronic Structure Factory, beam line 7.0.1
of the Advanced Light Source. The energy and momentum resolution of the hemispherical
Scienta R4000 analyzer were 30 meV and 0.1◦. High quality single crystals of BiTeI, in the
form of platelets, were grown by chemical vapor transport and by the Bridgman technique,
and characterized by x-ray diffraction and transport. They shown a metallic conduction
due to a small (<2%) deviation from stoichiometry. The samples were mounted on a He
cryostat and cleaved in UHV to expose flat, shiny surfaces.

First-principles electronic structure calculations were performed within the density
functional theory (DFT) framework employing the generalized gradient approximation
(GGA) as implemented in the QUANTUM-ESPRESSO package [210]. Spin-orbit effects
were accounted for using the fully relativistic norm-conserving pseudopotentials acting on
valence electron wave-functions represented in the two-component spinor form [211]. The
surface band structures were obtained using a slab model consisting of 39 atomic layers.
Since the BiTeI crystal has no inversion symmetry, the surfaces of the slab are necessar-
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ily different. The slab model considered here includes two unpassivated experimentally
relevant terminations (Te and I). The surface bands at the two different surfaces were dis-
entangled by projecting the Kohn-Sham wave functions onto atomic wave functions at the
surface layer. The bulk and the slab band structures were aligned by matching the potential
in the middle of the slab with the bulk potential.

BiTeI has a trigonal layered structure, with Bi, Te and I planes alternating along the c
axis. The Bi and Te planes are covalently bonded to form a positively charged (BiTe)+ bi-
layer. The ionic coupling between the bilayer and the adjacent I− plane defines the natural
cleavage plane [200]. The topmost layer – Te or I – is identified by the relative intensi-
ties of the Te and I 4d core levels, as in Fig. 6.3 (a). Ideally, due to the lack of inversion
symmetry, the surface termination is uniquely determined by the direction of the c-axis.
However, repeated cleaves of the same crystal randomly expose both terminations due to
the occurrence of stacking faults, which also explains the observation of 6-fold symmetry
in the Laue patterns (not shown). We have measured ‘pure’ surfaces and also ‘mixed’ sur-
faces that presented areas with both terminations (see supplementary information). Data
for the former are illustrated in Fig. 6.3. The surface charges – positive for Te, negative
for I – induce band bending in opposite directions for the two terminations. The Fermi
level lies into either the conduction or the valence band, giving rise to a charge accumula-
tion or, respectively, depletion layer. This is schematically illustrated in Fig. 6.3 (b,c) and
substantiated by the ARPES data. It should be noted that our DFT calculations reproduce
qualitatively the observed band bending. The surface bands of the Te(I)-terminated surface
appear below (above) the bulk conduction (valence) bands (Fig. 6.3 (e,g)).

Figure 6.3 (d) illustrates the ARPES dispersion of the Te-terminated surface, measured
along the ΓK high-symmetry direction (ΓK = 0.96 Å−1) of the Brillouin zone. The most
prominent feature is the split parabolic band (SSTe) straddling the Fermi level EF. The two
subbands have minima at −0.32 eV and are offset by ±0.055 Å

−1
around Γ. This is con-

sistent with previous data, and with a Rashba interaction one order of magnitude stronger
than for the Au(111) benchmark case [48]. This feature is well reproduced in the first-
principles band structure of Fig. 6.3 (e). It shows that the spin-split state is localized in the
topmost bilayer, and partially overlaps with conduction band states that exhibit a smaller
momentum offset. The bulk signal is too weak to be identified in Fig. 6.3 (d), but it can
be discerned between SSTe and EF at closer inspection (see the supplementary material).
The projected bulk valence band exhibits gaps supporting other surface states. These states
exhibit an even larger, but previously unnoticed, splitting. Their spin polarization has non
negligible radial and out-of-plane components (see the supplementary material), at vari-
ance with the simple Rashba scenario, and similar to recent observations on topological
insulators [212]. The complex manifold cannot be easily disentangled in the ARPES map,
which shows a prominent state, labelled RSTe, symmetrically split around Γ. The maxima
of RSTe are at ±0.2 Å−1 and −1.3 eV, corresponding to a very large and previously unno-
ticed momentum splitting. The bulk valence band (VB), with a maximum 0.37 eV below
the bottom of SSTe also exhibits a large spin-orbit splitting, reproduced by the calculation.

The picture from the I-terminated surface (Fig. 6.3 (f,g)) is quite different. The electron
pockets around Γ are replaced by hole pockets from a spin-split state (SSI) with a strong
projection on the surface I atoms. The momentum offset is again quite large, of the order
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Figure 6.4: (a) ARPES intensity from a Te-terminated surface, measured at ∼ 0.3◦ off
normal emission, in a photon energy scan between 84 eV and 162 eV, plotted as a function
of kz , the wave vector along the c-axis. Both the upper and the lower branch of SSTe are
visible. The white dashed curve is the calculated dispersion of the corresponding bulk
valence state. (b-d) Constant energy contours measured at the energies marked by the
corresponding (b,c,d) horizontal lines in panel (a).

of ±0.2 Å−1. A precise determination is difficult because the top of the band lies above
EF. The top of VB is also located above EF. There is a complete change from electron
to hole carriers with respect to Fig. 6.3 (d), which demonstrates ambipolar conduction
in BiTeI. The total change in band bending between the Te- and I-terminated surfaces,
estimated from core level spectra (see supplementary information), is ∆EBB = 0.9 eV,
to be compared with the estimated energy gap ∆Eg ∼ 0.38 eV [48]. Additional features
(RSI) symmetrically split around Γ, can again be identified at higher energy in the ARPES
map.

We stress the importance of the ambipolar nature of the low-energy states in view of
possible applications. Achieving control of the Fermi level position in Rashba systems or
topological insulators has proved a challenging task. Previous strategies based on surface
doping by chemi- or physisorbed species, or on alloying, have obvious drawbacks. The
former faces the problem of chemical stability, the latter that of disorder leading to a re-
duced mobility. By contrast, switching between electron and hole conduction is achieved
in BiTeI without modifying the ideal crystal structure or the stoichiometry.

The assignment of the spectral features of Fig. 6.3 to surface or bulk states is further
supported by the data shown in Fig. 6.4 (a). It illustrates the photoelectron intensity mea-
sured at near-normal emission from a Te-terminated surface as a function of kz , the wave
vector along the c-axis. SSTe exhibits an intensity modulation but no dispersion, as ex-
pected for true surface states. By contrast, state VB exhibits a ∼ 0.7 eV dispersion along
ΓA, consistent with its bulk character, and well reproduced by the calculation (dashed line).
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Figure 6.5: (a) Evolution of the spin-split SSTe surface state band as a function of K cov-
erage. The red parabolas are the result of a fit to the band dispersion along ΓK. (b) The
Fermi wave vector kF of the outer branch (solid symbols) and the Rashba splitting ∆kSO

(empty symbols) are plotted as a function of the measured change in surface band bending
∆SBB. (c) The corresponding surface electron density.

This is confirmed by constant energy maps (CEM) of these states. The CEM measured at
EF for SSTe (Fig. 6.4 (b)) has two concentric contours typical of the Rashba scenario. The
external contour, warped by the interaction with the lattice potential, has a 6-fold symme-
try, as required by time-reversal symmetry for a surface state [141]. In the CEM measured
at the crossing point of RSTe (Fig 6.4 (d)), the inner contour has collapsed to a point at Γ.
The outer contour again exhibits a 6-fold symmetry. Interestingly, it is not closed around Γ,
but it is broken into 6 disconnected pockets aligned along the 6 equivalent ΓM directions.
This can be seen as the limit of strong warping, reflecting a large in-plane asymmetry of
the surface potential [144]. Conversely, the CEM through VB (Fig. 6.4 (c)) shows a single
3-fold contour. This symmetry reduction is not due to partial extinction of a 6-fold contour
induced by ARPES matrix-elements, because the pattern remained locked to the crystallo-
graphic directions when the crystal was rotated around the surface normal. Therefore, the
3-fold pattern of VB reflects the 3-fold symmetry of the bulk potential, and confirms the
bulk character of this state (see the supplementary material).

We now turn our attention to the origin of the very large Rashba splitting. Compet-
ing models beyond the standard Rashba scenario have been proposed. They alternatively
stress atomic contributions [44], the in-plane anisotropy of the surface potential [56], the
asymmetry of the wave-functions [89], or the local orbital angular momentum [63]. A bulk
origin has been invoked for BiTeI [48], but this conflicts with the surface nature of the
relevant states.

In the standard Rashba scenario the size of the splitting is controlled by the gradient of
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the surface potential, and this prediction was found to be consistent with the properties of
QWS formed in an accumulation layer at the surface of the TI Bi2Se3 [199]. In order to test
this hypothesis for BiTeI we have changed in a controlled way the surface band bending,
and hence the gradient of the potential in the surface region. This was achieved by deposit-
ing increasing amounts of potassium on a Te-terminated surface. Adsorbed K atoms donate
electrons to the CB, leaving a positively charged surface layer which enhances the down-
ward surface band bending. Figure 6.5 (a) illustrates the evolution of SSTe as a function of
K coverage.

As expected, SSTe and all core levels (see the supplementary information) shift to lower
energies, following the change in band bending. The total shift at saturation K coverage
is 0.12 eV, bringing the bottom of SSTe 0.44 eV below EF. A closer inspection shows that
the energy shift of SSTe is rigid. Figure 6.5 (b) shows the Fermi wave vector kF of the
outer branch and the momentum offset ∆kSO. They were estimated from a parabolic fit
of the dispersion, keeping the effective mass unchanged. Within error bars ∆kSO remains
constant. The bottom of SSTe gives an upper limit for band bending. Therefore a >40%
change in the surface band bending has no measurable effect on the strength of the Rashba
effect. The SO-split surface state at the Ir(111) surface covered by graphene was recently
found to be similarly insensitive to the surface potential gradient [66]. This experimental
observation strongly suggests that other parameters, namely the atomic spin-orbit parame-
ter of the heavy elements, determine the large spin splitting. Figure 6.5 (c) shows that the
surface carrier density, estimated from the area of the electron pockets, varies linearly with
the downward shift of the split bands. This is again consistent with a constant ∆kSO. By
contrast, deviations from linearity have been observed for the QWS at the Bi2Se3 surface
[199].

In summary, we have shown that large ambipolar bulk and surface Rashba effects co-
exist in the non-centrosymmetric semiconductor BiTeI. The Fermi level at the surface lies
either into the valence or the conduction band, depending on the nature of the topmost
layer. Achieving ambipolar conduction in a semiconductor with a large Rashba splitting is
an important step towards practical applications. In our bulk crystals the surface termina-
tion was randomly chosen by cleavage due to stacking faults, but a definite improvement
is possible in thin film samples. Molecular beam epitaxy and chemical vapor deposition
– a technique compatible with large-scale thin films production – can in fact be exploited
to gain control on the nature of the topmost layer. It is therefore realistic to consider that
regions with opposite band bending – a “Rashba p-n junction” – could be patterned on a
substrate, opening new perspectives for the manipulation of spin-polarized states.
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6.4 Supplemental Material: Giant Ambipolar Rashba Effect in
the Semiconductor BiTeI

6.4.1 Surface Terminations

All cleaved surfaces we measured exhibited domains of both the Te- or I- terminated sur-
faces, with no significant differences between the two crystal growth methods (vapor trans-
port or Bridgman). The typical lateral size of these domains was ∼ 150 µm. With a beam
spot size of∼ 100µm×40µm (H×V) it was often possible to probe a region with a single
termination. Occasionally domains as large as 0.5 mm were obtained. This enabled broad
angular scans such as the one shown in Fig. 6.9 (e) below. The atomic termination can be
determined from the relative intensities of the shallow I 4d, Te 4d and Bi 5d core levels,
which can all be measured in a single spectrum collected over a narrow energy range. When
spectra are normalized to the same Bi 5d integrated intensity as in Fig. 6.6 (e), the ratio of

Figure 6.6: (a) Photoemission (hν = 21.2eV) electron microscope (PEEM) image of a
typical cleaved surface, showing domains of the two surface terminations. Contrast is
provided by the different work functions. Both Te-terminated and I-terminated surfaces
can be exposed by cleavage in BiTeI due to stacking faults. The two terminations can also
coexist on the same cleaved surface in the presence of steps, as in (b). (c)(d) Schematic
view of band bending for the two terminations. (e) I 4d, Te 4d and Bi 5d core levels
measured at hν = 120 eV and T = 40 K on an I-terminated (top, green line), a Te-
terminated (bottom, red line) and a mixed (middle, grey) surface. (f-h) Close-ups of the
three core levels showing a common ∆E = 0.9 eV energy shift between the two surface
terminations. The width of the accumulation layer was estimated to be∼ 3 nm in Ref. [48].
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the integrated Te 4d and I 4d intensities corrected for the respective photoionization cross
sections [213], I(Te 4d) and I(I 4d), is reversed between the two surfaces. Specifically, we
obtain I(Te 4d)/I(I 4d)= 0.35 for the I-terminated surface, and I(I 4d)/I(Te 4d)= 0.32 for
the Te-termination.

All core levels exhibit the same energy shift ∆EBB = 0.9 eV towards lower binding
energy between the Te-terminated and the I-terminated surfaces. This shift reflects the
change in surface band bending, schematically illustrated in panels (b,c). The same energy
shift is observed in the valence band spectra (see below).

Figure 6.7: ARPES dispersion along the ΓK high symmetry direction measured at hν = 93

eV and T = 40 K. In the left column red (Te-related states), green (I-related states) and
blue (bulk valence states) lines have been superimposed to the raw images of the right
column to highlight the main band features. (a,b) I-terminated surface; (c,d) I-terminated
surface after a short K deposition; (e,f) Te-terminated surface; (g,h) a mixed surface.

We have also observed cleaved surfaces showing the spectral signatures of both termi-
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nations. This indicates that terraces with different terminations, and separated by steps, are
present at the surface, as in Fig. 6.6 (a,b). The middle lines of panels (e)-(h) illustrate the
case of such a mixed surface. The (Te 4d)/(I 4d) ratio is intermediate between those of
the two pure terminations. Moreover, all core levels are split into two partially overlapping
doublets, corresponding to the Te- and, respectively, the I-terminated terraces.

Figure 6.7 illustrates the band dispersion along the ΓK high symmetry direction for
various surfaces. Panels (a,b) correspond to an I-terminated surface, characterized by a
positive band bending. The Fermi level cuts the top of the I-derived surface state SSI and
of the bulk valence band. A short K evaporation reduces the band bending and brings the
top of these bands below EF (c,d). Panels (e,f) are for a Te-terminated surface. The case of
a cleaved surface where both terminations are present is shown in (g,h). The ARPES map
is essentially a superposition of the I- and Te-terminated cases. The upward shift of the
I-derived bands is slightly smaller than for a pure I termination, reflecting a more complex
in-plane surface potential landscape in the presence of terraces.

Figure 6.8: ARPES intensity map near Γ for a Te-terminated surface (hν = 93 eV). (a)
Raw data; (b) second derivative. Red arrows mark the Fermi level crossings of the outer
branch of spin-split conduction band states.

6.4.2 Bulk conduction and valence bands

Our first-principles calculations for the Te-terminated surface predict that surface state SSTe

overlaps with bulk conduction states. This is indeed confirmed by Fig. 6.8. Besides SSTe

a weak feature is visible at lower binding energy. One can recognize a second set of spin-
split parabolas with minima at −0.13 eV. The EF crossing of the outer branches of these
states is marked by red arrows.

The bulk nature of the valence band state VB is supported by the 3-fold symmetry of its
constant energy maps (CEM), in contrast with the 6-fold symmetry of the Te- and I-derived
surface states. Figure 6.9 (a)-(c) shows three CEM measured at E= -0.95 eV for a Te-
terminated surface and three different sample orientations. The measured ARPES intensity
is proportional to matrix elements of the form: |〈ψf |A · p|ψi〉|2, where ψi and ψf are the
wave-functions of the initial and final states, A is the vector potential of the e-m wave and
p is the momentum of the electron. Matrix elements can strongly affect and even suppress
the signal for specific scattering geometries [214]. Namely, if the wave vectors of both the
photon and the photoelectron lie in a mirror plane of the crystal, emission from odd (even)
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Figure 6.9: (a-c) Constant energy maps at E= −0.95 eV through the valence band state
VB, for three different azimuthal orientations of the sample around the surface normal.
(d) Experimental geometry. (e) Constant energy map at EF over several Brillouin zones
showing the 6-fold symmetry of surface state SSTe.

initial states wave-functions is suppressed for light linearly polarized in (perpendicular to)
the plane. Intensity is nevertheless smoothly recovered outside the mirror plane, where the
parity of the states is ill-defined. In our experiment the horizontal scattering plane is fixed
and contains the polarization vector (Fig. 6.9 (d)). The data of panels (a)-(c) were measured
for three different azimuthal orientations (0◦; 30◦; 60◦) around the surface normal. Each
horizontal line (kx direction) is measured in one shot, while the ky range is spanned by a
rotation of the β angle around the x axis of the sample. The intensity suppression is clearly
not linked to the horizontal (ky = 0) plane, and the 3-fold pattern is instead locked to
the crystallographic directions, reflecting the 3-fold symmetry of the bulk crystal potential.
This sharply contrasts with the constant energy map of the SSTe surface state (panel (e)),
which exhibits a clear 6-fold symmetry.

The dependence of the ARPES spectra on the wave vector kz perpendicular to the
crystal surface is shown in Fig. 6.10 , extracted from Fig. 6.4 of the main text. Here, the
dispersive VB and the essentially dispersionless RSTe states are readily identified.

6.4.3 Surface potential manipulation by K dosing

We have modified the surface band bending by repeated evaporations of K from an effusion
cell onto the cleaved surfaces at T= 60 K. Figure 6.11 shows the corresponding changes in
the energies of the I4d5/2 , Te4d5/2 and Bi5d5/2 core levels, and of the surface states for both
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Figure 6.10: The kz dependence of the ARPES spectra.

I-terminated and Te-terminated surfaces. For the I-terminated surface all core levels and
surface state SSI shift together by the same amount to lower energy. The initial positive
band bending is reversed, and a negative one is established. The total shift is ∆EI = −0.75

eV, which almost equals the difference in band bending between the I- and Te-terminated
surfaces. For the Te-terminated surface all core levels and surface state SSTe again shift
together to lower energy, but the total shift is only ∆ETe = −0.12 eV. This shows that,
as expected, it is more and more difficult to push the Fermi level deep into the conduction
band. The determination of the structure of the K-covered surfaces, an interesting subject
in itself, is beyond the scope of the present paper and left for future work.

6.4.4 Spin resolved constant energy contours

From our slab DFT calculation, we extracted spin-resolved constant energy contours for the
Te surface states by calculating the spin-polarized k-resolved density of states at various
energies. In Fig. 6.12 we show the spin helicity of these contours, defined as the projection
of the spin on the direction normal to the wave vector k|| in the xy plane. A positive value
of helicity indicates that the sense of rotation of the electron spin along the constant energy
contour is counterclockwise. The conduction band (state SSTe) exhibits the typical spin
texture of a Rashba split state. Above the band crossing at Γ two contours with opposite
helicity can be observed. In the valence band (state RSTe) the picture is slightly more
complicated since two spin-split bands are present. Below the crossing point of these
bands at Γ two contours with opposite spin helicity can be seen for each of these bands.
These contours confirm that BiTeI exhibits a strong Rashba splitting both in its valence and
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Figure 6.11: (a-c) Peak energies of the I4d5/2 , Te4d5/2 and Bi5d5/2 core levels as a function
of the number of K evaporation steps. Green symbols refer to the I-termination surface,
red symbols to the Te-termination. (d) Energy of the top of SSI (solid green symbols) and
of the bottom of SSTe (solid red symbols).

Figure 6.12: (a-d) Spin resolved constant energy contours for SSTe (a) above and (b) below
the crossing of the SSTe bands at Γ, and for RSTe (c) above and (d) below the crossing of
the RSTe bands at Γ. The color indicates the spin helicity of the states (see text).

conduction bands.
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6.5 Two independent XARPES studies of the three-dimensional
band dispersion of BiTeI

A parallel study performed by G. Landolt and coworkers confirmed the experimental find-
ings of our work [209]. The combined use of UV light (24 eV) and soft X-rays (760
eV) provided the capability to disentangle the surface and the bulk contributions to the
electronic properties of BiTeI. Several efforts have been recently spent to develop high res-
olution ARPES at high photon energies (XARPES) in order to exploit the longer escape
depth of photoemitted electrons for greater bulk sensibility. Moreover, the larger radius
of the associated Ewald sphere makes the cut at constant photon energy very close to a
cut at constant kz , overcoming one of the complications of photon energy scans in the UV
spectral region.

Figure 6.13 shows the experimental band dispersion along ΓM at two distinct photon
energies (24 eV and 760 eV respectively in panel a and b) along with the results of ab initio
calculations (c). At low photon energy the cross section of the surface states dominates
the photoemission process, the conduction and valence bands are barely recognizable and
the spin split states crossing the Fermi level well resemble the results of our work. At
thiger photon energy the signal from the bulk is strongly enhanced, and the magnitude of
the measured band gap is close to the value obtained by optical experiments [203]. The
calculation of panel c confirms our interpretation of the existence of two distinct families
of surface states arisen from the two possible surface terminations.

In Figure 6.13 a the sample surface presents clearly both the terminations. No mea-
surement is reported for the purely Te+ and I− terminated surfaces, probably due to the
larger spot size of the light, or to the higher density of stacking faults. The complexity of
the mixed surface makes it impossible to recognize the existence of a large and opposite
band bending for the I− termination. At first sight, a comparison with the calculated band
structure is quite satisfactory. Nevertheless, this agreement is due to the underestimation
of the band gap typical of DFT calculation, and only core level spectra can unambiguously
resolve the two opposite band bendings at the base of the ambipolar character of the charge
carriers in BiTeI.

The identification of the bulk signal in the XARPES spectra offered the possibility to

Figure 6.13: Experimental band dispersion along ΓM at two distinct photon energies (24
eV and 760 eV respectively in panel a and b) along with the calculated band structure c
[209].
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Figure 6.14: Experimental (a and b) and calculated (c and d) constant energy maps, re-
spectively at the Fermi energy (left panel) and -1eV (right panel), for the <ΓM ΓA> plane
(a and c) and the <ΓK ΓA> plane (b and d). The three dimensional Fermi surface is a
torus distorted according to the trigonal crystal structure, as displayed in panel e [209].

study in detail the properties of the three dimensional band structure. Figure 6.14 a and b
shows constant energy maps, respectively at the Fermi energy (left panel) and -1eV (right
panel), for the <ΓM ΓA>. The symmetry of the contours is well reproduced by DFT

Figure 6.15: a-c bulk band dispersion obtained with the use of soft X-ray (540-585 eV),
corresponding to kz = 0; 0.56π/c;π/c. The three dimensional dispersion of the bulk
conduction and valence band is resolved. The resulting three dimensional constant energy
surface for the valence band (-0.58eV) is shown in panel d [215].
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calculation, shown in panel (c) and (d). The three-dimensional Fermi surface, displayed
in Figure 6.14 e, can be described as a spindle torus distorted according to the crystal
structure.

A similar XARPES study was performed by Sakano et al. and the results are shown in
Figure 6.15 a-c for three photon energies [215]. The three maps correspond respectively
to kz = 0; 0.56π/c; π/c. The kz dependence of the electronic properties of the mate-
rial is well captured, and the spin splitting of the valence band, as well. Figure 6.15 d
shows a constant energy map in the valence band (−0.58 eV ) and the symmetry is in good
agreement with the data displayed in Figure 6.14 a. The three-dimensional topology of an
energy constant surface is schematized in the inset of panel d and it confirms the results of
Landolt et al. [209].

These data support our picture of the simultaneous presence of bulk and surface contri-
butions. On the other hand the hypothesis of quantized sub-bands of the conduction band
due to surface band bending is in poor agreement with the measurements in the soft x-ray.

In summary we have proven the existence of two distinct families of surface states
and two opposite band bendings for the two possible cleavage terminations. This offers
the possibility to tune the position of the Fermi level alternatively in the conduction and
valence band, offering for the first time a large Rashba spin split system with ambipolar
character of the charge carriers. The possibility to grow in a controlled manner interfaces
between the two terminations opens new perspective for future applications in n-p junction
with spin polarized current.
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Angle resolved photoemission spectroscopy represents a powerful investigation tool
on the frontier of condensed matter physics, due to its unique capability to access the
electronic band structure of solids. Even though this technique is anything but new, and it
is well established both from the experimental and theoretical point of views, it offers still
several unexplored potentialities. For example, large efforts were made, recently, to provide
ARPES with larger bulk sensibility with the use of soft X-rays (400 eV- 1 keV), as briefly
discussed in chapter 6. The possibility to confine gas at atmospheric pressure in a small
region close to the sample opened the way to the investigation of chemical reactions and
catalytical properties [216]. The study of inhomogeneous materials called for the advent
of light sources with micro- and nano- metric spot size [217].
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ARPES based on tabletop UV laser light, as produced by higher order harmonics of
the infrared laser fundamental, constitutes an important direction of development. The
low energy light (between 5.5 eV and 7 eV) translates into ultrahigh energy and angular
resolutions (below 1 meV) [12] [5]. At the same time the low energy of the photo-emitted
electrons offers larger bulk sensitivity [218] [219]. Moreover, at this photon energy, light
can propagate through glass-based optical elements (lenses), which easily focus the UV
light down to few micrometers. For our purposes, the most important characteristic of a
Ti:Sapphire laser source is the possibility to generate light pulses on the femtosecond time
scale (50 - 200 fs). The ultrashort pulses can be used to investigate the out-of-equilibrium
electronic properties not only in the frequency but also in the time domain.

Part of my thesis project has been devoted to the development and characterization of
a novel time- and angle- resolved photoemission setup, in collaboration with the T-ReX
group held by Professor Fulvio Parmigiani (University of Trieste, Italy). In this chapter a
very brief introduction to this novel technique is given, accompanied by our first experi-
mental results. Owing to our interest in the electronic properties of strongly spin-orbit cou-
pled systems, which constitute the core of this thesis, we investigated the three-dimensional
topological insulator (TI), Bi2Se3.

7.1 Time- and angle-resolved photoemission

7.1.1 Introduction

The working principle of tr-ARPES is that of a pump-probe stroboscope. A first femtosec-
ond infra-red (IR) laser pulse (pump) excites the sample, while a second UV pulse (probe)
extracts photoelectrons from the sample at variable delay times after the excitation. The
difference in time arrival between the two beams is modified by the precise micro-metric
control of the optical path of the pump (or probe) pulse. Each delay represents a snap-
shot on the evolution of the excitation and relaxation dynamics of the out-of-equilibrium
electronic properties triggered by the pump.

The dynamical response of the material provides rich information on the interaction of
the electrons with the other degrees of freedom. An ideal gas of non-interacting particles
would recover the ground state after optical perturbation only in an infinite time. In reality
several processes cooperate in order to restore the initial equilibrium conditions. The core
of any time resolved techniques is the fact that each of this relaxation processes acts on a
specific time-scale, and a sufficiently high temporal resolution allows the various processes
to be disentangled.

While the advent of tr-ARPES is quite recent, time resolved optical techniques have
been developed since the 1970s with the use of pico- and later femto-second lasers. Opti-
cal investigations (i.e. transmittivity, reflectivity, raman, photoluminescence) of materials
driven out-of-equilibrium provide us with a first subdivision of the relaxation dynamics in
few "regions" of the time-domain, according to the underlying physics. Figure 7.1 summa-
rizes the excitation and relaxation processes according to their characteristic times [220].

The fastest process is the carrier excitation, which is realized within the pump pulse
duration. Electrons adsorb IR photons and are excited to higher states in the conduction
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band, leaving behind holes in the valence band and in the partially occupied conduction
band (in the case of a metal). Absorption can be assisted by phonons, and multi-photons
absorption is possible, as well. Inter-band and intra-band excitation play different roles in
the case of material displaying large bandgap and this will be addressed more specifically
in the study of the topological insulator Bi2Se3.

The pump pulse leaves the excited electrons in a non-equilibrium state, described by
a nascent electron distribution. Carrier-carrier scattering causes rapid dephasing of the
coherence between excited particles, for both electrons and holes. The overall extra en-
ergy introduced in the system by the laser light is not dissipated during this second step,
but electron-electron scattering only redistributes the energy among the excited particles.
Therefore the electrons thermalize on a time scale of few fs, and a hot thermal distribution
function is approached. Owing to the larger mean energy, the electronic temperature (Te)
is thus larger than the lattice temperature (TL). The third process consists in the transfer of
energy from the electronic system to the lattice via electron-phonon coupling. Depending
on the magnitude of the electron-phonon coupling constant λ, this interaction has charac-
teristic time ranging from fraction of ps up to several ps [221].

In the case of semiconductors and insulators, the fourth process is the recombination of
the excited electrons with the remaining holes. Several mechanisms contribute to remove
the extra charges from the conduction band: radiative processes, Auger recombination or
diffusion of the excited particles out of the investigated region.

The last relaxation step involves anharmonic phonon interactions and thermal/structural
effects. The system after thermalization of electrons and phonons, and after carrier equili-
bration, is left in a heated state, as achieved by conventional means. The difference, with

Figure 7.1: Timescales of various electron and lattice processes in laser-excited solids
[220].
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conventional heating, is that such high temperature is obtained in few picosecond, and the
temperature can be locally higher than the melting (boiling) point: the sample may be
superheated, and ions or clusters can leave the surface leading to ablation.

We are particularly interested in the fast dynamics [below 10 ps], involving electron-
electron and electron-phonon interactions. Tr-ARPES offers, in fact, a direct insight in
many-body interactions. Seminal works investigated correlations in charge density wave
(CDW) materials (1T TaS2 [222, 6], TbTe3 [223]) and in high temperature superconduc-
tors (HTSCs) based on cuprates (BISCO [224, 225, 226, 227]) and pnictides [228] [229].
Metals constitute another large class of materials which was subject of intense tr-ARPES
studies [230, 231, 232]. They represent the case study to elucidate how excited electrons
thermalize, and to investigate the interplay between electron-electron and electron-phonon
interactions.

In the next section a formalism is introduced to interpret tr-ARPES experiments. Then
a simple introduction to the experiments performed on correlated materials is given, to
show the potentiality of the technique. Larger space is devoted to the studies of metals
(and semiconductors) which provide the basic tools to understand our recent results on
topological insulators.

7.1.2 The time dependent spectral function and Fermi-Dirac distribution

It is of great importance to establish a direct connection between time resolved and static
ARPES, in order to benefit from the theoretical models already developed for the latter.
At a deep theoretical level, the ARPES spectra are interpreted in terms of the one-particle
spectral function A(E, k), as briefly discussed in chapter 1. In general, a photo-excited
state should be described in terms of many body density matrix, where the off-diagonal
terms describe optical coherence. Since coherence is lost in the first few tens of fs (below
the actual time resolution of our setup), the density matrix can be assumed diagonal [233]
[234]. As a consequence, the out-of-equilibrium electronic properties are described by
a non-equilibrium distribution function which accounts for the evolution of the diagonal
elements at the different delay times [6, 219]. In this approximation, time and energy
are disentangled and the electronic states are described in the energy domains, whereas the
relaxation of these distributions, due for example to electron-phonon coupling, is described
in the time domain.

The tr-APRES spectra are proportional to A(E, k, t) · f(E, t), where A is the one par-
ticle spectral function, t is the delay time and f is an effective hot thermal distribution
function. The transient spectral function contains many fine details about the modification
of the photo-hole lifetime and about the change in the many-body correlations during the
relaxation processes. Unfortunately the low energy and angular resolution of conventional
tr-ARPES setups based on time-of-flight spectrometers forbade such thorough investiga-
tion [224]. Only the recent use of high resolution hemispherical analyzers in pump-probe
experiments opened the way to this kind of study, as shown in Figure 7.2 for the case of the
HTSC Bi2Sr2CaCu2O8+δ [226, 227]). Panel a and b show the modification of the spectral
weight of the nodal quasiparticle (QP) peak respectively below and above the critical tem-
perature Tc = 91K. The suppression of spectral weight after optical excitation is strongly
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Figure 7.2: Stack of EDCs below (a) and above (b) transition temperature in
Bi2Sr2CaCu2O8+δ at the nodal quasiparticle peak. Black (red) lines display the behav-
ior of the system before (after) optical perturbation. The suppression of spectral weight is
strongly enhanced in the superconducting state, thus evidencing a connection between the
nodal QP and superconductivity [226].

enhanced in the superconducting state. This strongly modifies the static ARPES picture of
nodal QP almost indifferent to superconductivity [226].

Apart from these correlation effects, the one-particle spectral function contains the
information on the bare band structure of the compound, and ultrashort laser pulses are
found to strongly modify also the band dispersion. In the case of correlated insulators,
such as CDW materials [223] and Mott-Hubbard insulators [222, 6, 235], the gap can be
partially filled and an insulator-to-metal phase transition is photoinduced. Photoinduced
bandgap collapse occurs also in GaAs [236], even though no tr-ARPES investigation are
available.

For what concerns the occupation function, most of the experimental studies investi-
gated the modification of the Fermi-Dirac (FD) distribution in simple and correlated metals
[230, 231, 232, 224]. In particular, if the electron-electron scattering which mediates the
electron thermalization is fast, a hot FD distribution may be built before electrons transfer
their excess energy to the lattice. Such approximation is at the base of the two-temperatures
model [221], which is the subject of the next section.

7.1.3 Hot electrons and time dependent Fermi-Dirac distribution

In a metal the phase space available for an electron to adsorb a photon and being promoted
to the empty states in the conduction band is large. Also in the de-excitation, several
scattering channels are accessible and the absence of a bandgap makes the relaxation much
faster with respect to insulators. In the following we describe the application of tr-ARPES
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Figure 7.3: a Illustration of the nascent electron distribution directly after optical excitation
of a metal with an ultra-short laser pulse (t = 0 fs) [231]. b and c show the evolution of the
electronic distribution in polycristalline gold, after optical excitation at two different pump
fluences (120 µJ/cm2 and 300 µJ/cm2). Dashed lines represent the best fit with a Fermi-
Dirac distribution, whose effective temperature is reported above. The fraction of electron
above FD constitutes the non-thermal electrons, which redistribute their energy among the
electronic bath through electron-electron scattering. The complete thermalization of the
electrons required several hundreds of fs and the characteristic time depends inversely on
the pump fluence [230].

to the study of simple metals.

Polycrystalline thin gold films were among the first systems investigated by tr-ARPES
[230]. After optical excitation the electrons above the Fermi level are described by a
nascent electron distribution which deviates from a thermal FD function, as schematically
illustrated in Figure 7.3 a. Figure 7.3 b and c show the evolution of the electron distribu-
tion at different delay times for two pump fluences (120 µJ/cm2 and 300 µJ/cm2). A
logaritmic scale is adopted and dashed lines indicated the best FD fit. At time t = 0 fs

a flat distribution is observed up to 1.84eV above EF , corresponding to the energy of the
pump pulse. As time increases, the fraction of non-thermal electrons above the FD distri-
bution decreases and the effective temperature increases. It reaches a maximum of 710 K

(1680 K) after 400 fs in the low (high) perturbation regime [230].

The time required to reach a complete thermalization of the photo-excited electrons is
shorter at larger pump fluences. This depends on the fact that thermalization is built up by
electron-electron scattering, and the larger extra- energy (at 300µJ/cm2) makes available
more hot-electrons at higher energies for scattering. The energy relaxation in metals is
described by the Fermi liquid theory and it scales as (E − EF )2. In particular, in the
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random-phase approximation (RPA) the lifetime τ of an excited electron is

τ = τ0
E2
F

δE2
(7.1)

where τ0 is a constant inversely proportional to the plasma frequency, and δE indicates the
phase space of available initial and final states [230]. Within this simple model a charac-
teristic life time of almost 1 ps is obtained for the case of Au, in good agreement with the
experimental data.

Thermalization on the timescale of 1 ps is signature of weak electronic correlation, and
it requires to deal with electron-electron and electro-phonon couplings at the same level of
approximation. To some extents, simple metals represent a complicate case in which the
energy thermalization within the electronic bath is not complete before the energy relax-
ation to the lattice starts. Therefore the simple two-temperatures model does not provide
always a complete description of the non-equilibrium system. Despite the limitation of the
model, several studies on metals (Gd(0001) [232], Ru(001) [231]) successfully interpreted
the data in the framework of the two-temperatures model.

7.1.4 Two-temperatures model and its extension

The two-temperatures model is based on the assumption that the electron-electron scatter-
ing which mediates the electron thermalization is fast, and a hot FD distribution is built
before electrons transfer their excess energy to the lattice. The electrons reach an effective
temperature Te much higher than the lattice one, TL [221].

A set of rate equations can be introduced to described the transfer of energy among
electrons and phonons, and the rate depends on the electron-phonon coupling constant λ,
which can be expressed as the second moment of the Eliashberg function α2F (ω), λ〈ω2〉 =

2
∫∞
0 (α2F (ω) ω) dω [221]. Several other physical quantities are present in the model, such

as the specific heat of the electrons and of the lattice. If some guesses are possible for these
values, or if complementary experiments can provide this information, the system of rate
equations gives direct access to the momentum averaged electron-phonon coupling.

The quantity λ〈ω2〉 is of great importance in the study of superconductors, because it
plays an important role in defining the transition temperature Tc. No other experimental
technique can directly probe λ〈ω2〉, and few experiments are capable to separate electron-
phonon coupling from other effects. For this reason tr-ARPES, and more in general time-
resolved techniques, were used to examine the formation and successive relaxation of hot
electrons in high temperature superconductors, where the role played by phonons in the
formation of the Cooper pair is still questioned [237, 9] . In particular, the analysis of
the one-particle spectral function in ARPES provides a measure of the coupling between
electrons and all the boson modes, without the possibility to disentangle the phonon contri-
bution from the magnetic one (spin excitation) [5]. The direct access to the evolution of the
time-dependent electronic temperature Te(t) makes tr-ARPES the ideal tool to solve this
controversy [224]. Moreover the momentum resolution of tr-ARPES provides a precise
evaluation of the relaxation mechanism at different position in the Brillouin Zone, thus
enabling to explore the difference between nodal and anti-nodal quasi particles, as well
[225, 227].
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Figure 7.4: a set of EDCs of the nodal QP at different delays after optical perturbation of
the cuprate HTSC Bi2Sr2CaCu2O8+δ. The effective temperature obtained from the FD
fit is reported in panel a, for two sample temperatures. The fast decay of Te is followed
by a very slow relaxation. Such bottleneck is interpreted by enlarging the two-temperature
model to account for strongly and weakly coupled phonon modes [224].

Figure 7.4 a displays a set of EDCs of the nodal QP at different delays after optical
perturbation of the cuprate HTSC Bi2Sr2CaCu2O8+δ [224]. After 100fs the fraction of
electrons non-thermalized has approached zero, thus confirming that in the case of strong
electronic correlation the two temperatures model is a good starting point to describe the
excited system. Panel b shows the evolution of Te as obtained from the FD fit. Its re-
laxation cannot be described with the use of one single decaying exponential, because
after a fast drop within the first 100fs, Te reaches a plateau, signature of a bottleneck
in the de-excitation process. Two distinct timescales are found, which are interpreted in
the frame of an extended two temperatures model, called three temperature model. The
phonon contribution is split into two parts. Some phonon modes are strongly coupled to
the electronic bath, thus resulting in a fast reduction in the electronic energy. The coupling
to the remaining phonons is weaker, and it explains the bottleneck in the Te relaxation.
The three-temperature model was recently adopted also to interpret the evolution of the
effective temperature in a different family of high temperature superconductors, the 122
pnictides (Ba/EuFe2As2) [229].
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7.2 Tr-ARPES investigation of the topological insulator state

7.2.1 The role of topological invariants in solid state physics: the rise of topo-
logical insulators

The concept of 3-dimensional topological insulator was briefly introduced in chapter 2,
where the band inversion mechanism is described in the case of Bi1−xSbx. Hereafter, the
origins of this novel state of quantum matter are discussed more in detail.

The definition of topological insulators has deep roots in theoretical physics. Com-
monly the symmetry of the Hamiltonian defines the ground state properties. This assump-
tion is not consistent with the observation of the Quantum Hall effect (QH), proposed
theoretically in the 1974 [238] and successively verified in the 1980 by Klaus von Klitzing
[239], who was awarded the 1985 Nobel prize. The QH state consists in a two-dimensional
insulating system in which, at low temperature under the effect of high magnetic fields, the
Hall conductivity assumes only value multiple of the quanta σ = νe2/h. The origin of the
quantization was described in term of gauge invariance by Laughlin [240]. Halperin suc-
cessively generalized the annular model proposed by Laughlin and found that under strong
magnetic field the Landau levels form delocalized extended states at the perimeter of the
sample [241]. These edge-states carry current with opposite chiralities, and they cannot be
localized by disorder.

In general, we are used to describe an insulator as a material with an energy bandgap,
but such definition is not satisfactory in the case of the QH conductance at the edge states.
As proposed by Fu and Kane, following the model of Kohn [242], an insulator can be de-
fined as a system in which the electronic properties are local and not affected by boundary
effects [78]. Following this definition, in a closed system, such as the annulus modelled by
Laughlin, the sensitivity to the magnetic field threading the hole should be exponentially
small. This is true in the simple atomic insulator, and similarly in the ionic and covalent
insulators, whose Hamiltonians can be transformed adiabatically into each other without
any modification of the ground state (i.e. a phase transition). The QH state does not share

Figure 7.5: Effect of the Kramers theorem in trivial and topological insulator with spin
split surface states. At the TRIM two states with opposite spins are degenerate, but in the
first case when moving between two TRIM the couple is modified. In the second case it is
conserved [78].
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the same property of locality and it belongs to a different class of insulators.
The concept of adiabatic transformation of the Hamiltonian Ĥ(t) is connected to the

concept of Berry’s phase [243]. The atomic insulator and the QH state are topologically
distinct, because their Hamiltonians cannot be connected by an adiabatic transformation.
The QH state is thus identified by an integer number, the TKNN number [244], which rep-
resents the topological invariant which distinguishes this state of matter from conventional
insulators. The concept of QH state can be also generalized to higher dimension (3) where
the topology is described by a set of three integer numbers [245].

The stability of the edge states in the presence of disorder motivated several studies,
with the aim to "free" the QH state from the constrains of low temperature and high mag-
netic field. A special state of matter was proposed to exist preserving the time-reversal sym-
metry but with the special requirement of strong spin-orbit coupling [246], the Quantum
Spin Hall state (QSH). The QSH state was later experimentally confirmed in HgTe/HgCdTe
quantum wells [247]. QSH insulators have similar, although distinct, non trivial topological
properties as the QH insulators. QSH insulators are invariant under time-reversal symme-
try, they show a bulk gap, but gapless edge states are found in the bulk gap. Owing to strong
spin-orbit coupling the edge states are not spin-degenerate, and the edge chirality is substi-
tuted by the spin helicity: two states with opposite spin counterpropagate at a given edge
[248, 249, 250]. For this reason back-scattering on a non-magnetic impurity is forbidden
and perfect one-dimensional transport is observed [247]. Therefore, in the QSH insulator
the edge states are spin filtered, and QSH systems are the ideal candidates for spintronics
and quantum computing.

This quantum phase of matter is distinguished from a trivial insulator by a single Z2

topological invariant [248]. The Kramers’ doublets constituted by the helical edge states
must cross at some special points of the Brillouin zone, the so-called time-reversal invariant
momenta (TRIM), similarly to the case of the surface states described by the Rashba-
Bychkov model (see chapter 2).

Topological insulators are the 3-dimensional analogous of the 2-dimensional QSH in-
sulator. In topological insulators the 1-dimensional gapless edge states are substituted by
metallic spin-polarized surface states lying in the bulk bandgap. The single Z2 invariant is
replaced by four distinct Z2 numbers [78]. Three of these (ν1,2,3) rely on the translational
symmetry and only the fourth (ν0) is robust in the presence of disorder and it characterizes
the "strong topological insulator phase" [77].

Under inversion symmetry, the evaluation of the Z2 invariants can be simplified by
introducing the parity invariants δ(Γi) defined as

δ(Γi) =
∏
n

ξ2n(Γi) (7.2)

where ξ is the parity of the occupied bands at Γi, one of the eight bulk TRIM [251]. Each
of this parity invariants is a topological invariant, and the only way to modify the value of
δ(Γi) is to close the gap at that TRIM (with ν0 defined as the product of all the δ(Γi)).
Similarly a second important class of topological invariants can be introduced, the surface
fermion parity π(Λa)

π(Λa) = (−1)nδ(Γa1)δ(Γa2) (7.3)
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where Λa is a surface TRIM, which results from the projection of the two Γa1 and Γa2 bulk
TRIM, and n accounts for the number of Kramers pairs. The product between π(Λa) and
π(Λb) defines the parity of the number of crossing at EF when moving along the ΛaΛb
direction. In the case of trivial insulators this product is always equal to +1, indicating an
even number of crossing. Whereas, in TIs this product assumes (somewhere) −1 value,
thus guaranteeing an odd number of gapless surface states [251].

Such difference between trivial and topological insulators is illustrated in Figure 7.5.
At each surface TRIM (Λa and Λb) two states with opposite spin must be degenerate to
fulfil the Kramers theorem. But in the case of a TI, when moving from the first TRI point
to the second, the couple of states is modified, while in the trivial case it is conserved. Such
effect is called band parter switching and it originates from the change in surface fermion
parity between the two TRIM [78]. Therefore the existence of the metallic states at the
surface is required by the bulk band structure and by the parity invariants. Finally, the
surface states result topologically protected by time reversal symmetry when a topological

Figure 7.6: a energy ordering of the p orbitals for Bi and Se, after formation of the chemical
bonds (I), crystal potential (II) and finally spin-orbit coupling (III). SOC is responsible for
the band inversion at the Γ point, and the behavior of the gap is studied as a function of the
rescaled SOC (x) in b. c and d show the calculated bulk band structure without and with
SOC. In the latter a clear evidence of anti-crossing behavior is visible between the valence
and conduction band at Γ [252].
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insulator with Z2 = −1 is joined to a trivial insulator with Z2 = 1, namely at the interface
normally provided by vacuum [253].

7.2.2 The ground state electronic properties of bismuth chalcogenides Bi2X3

X = Te, Se

The criteria developed by Fu and Kane to evaluate the topological class under inversion
symmetry suggests some simple principles to identify potential TIs [78]. A good candidate
is an insulator, or a semiconductor, in which the conduction and the valence band have
opposite parities and a band inversion is introduced at some TRIM because of the large
spin-orbit coupling, thus requiring atoms with large atomic number Z. The search for ma-
terials with these properties brought to the discover of the second generation of topological
insulators, constituted by the bismuth chalcogenides Bi2X3 X = Te, Se and by Sb2Te3
[252].

The important role played by the atomic spin-orbit coupling is evidenced in Figure 7.6 a
[252], reporting the energy ordering of the p orbitals for Bi and Se. The scheme is con-
stituted by three parts. In (I) the levels are modified by the formation of chemical bonds.
Successively (II) the presence of the crystal field separates the components according to
the x, y, z character. Only the SOC (III) inverts the ordering of the P2− and P1+ states at
the Fermi level. In particular, such band inversion is studied as a function of the rescaled

Figure 7.7: a and b calculated band structure in slab approximation revealing the nature of
the surface states of two different topological insulators: Bi2Se3 and Bi2Te3 [252]. Panel
c and d report the respective measured band dispersion from [254] and [255].
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atomic SOC of Bi λ = xλ0, Figure 7.6 b shows that the crossing of the states with opposite
parities occurs for x = 0.6. In the case of Bi1−xSbx the parity inversion is instead studied
as a function of the x concentration (see Figure 2.13) [11].

Figure 7.6 c and d show the calculated bulk band structure without and with the effect
of SOC. In particular the m-like shape of the valence band at the Γ point in the presence
of SOC reflects the anti-crossing between the inverted bands. In particular the parity is
only changed at Γ thus resulting in the transition from trivial to non-trivial topology, with
Z2 = −1 [252].

The existence of surface states in Bi2Se3 is confirmed by ab initio slab calculations,
whose results are shown in Figure 7.7 a along with the results for Bi2Te3 (b), for which a
similar analysis is also valid. In these materials the surface states form a single Dirac cone,
i. e. a band with linear dispersion, connecting the valence and the conduction bands [252].
Nowadays, the Dirac states are subject of intense tr-ARPES studies. Therefore, it is of par-
ticular importance to give a reference for the low energy electronic properties, as measured
with high resolution conventional ARPES setup. Figure 7.7 c and d show the experimental
band dispersion of the Dirac particle respectively in Bi2Se3 and in Bi2Te3 along the ΓK

high symmetry directions [254, 255]. The broad unstructured intensity within the Dirac
cone is the projected bulk conduction band. At the surface all these materials are slightly
n-doped due to vacancies and to Se (Te) excess, and only chemical doping (by substitution
with Sn, for example, [255]) reestablishes the insulating phase. ARPES photon energy de-
pendent studies evidenced the kz dispersion of the valence and conduction bands, whereas
the Dirac particle is found to be only modulated in intensity, due to strong matrix element
effect [254, 257].

Figure 7.8: b cartoon of the band structure of p doped Bi2Se3. a, c and d show the measured
band dispersion at three time delays, both before perturbation (−200fs) and after (0.7ps
and 9ps) [256].
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7.2.3 Previous tr-ARPES investigation of p doped Bi2Se3

Single crystals of slightly p doped Bi2Se3 (Mg doped) were investigated by time- and
angle- resolved photoemission spectroscopy [256]. The first harmonic (1.5 eV) of a high-
repetition amplifier (80MHz) was used to excite the system (fluence = 26µJ/cm2), which
was subsequently probed by the fourth harmonic at 6 eV.

The band dispersion before the arrival of the pump pulse is shown in Figure 7.8 a
along with a schematic of the band structure (b). A Fermi-Dirac distribution describes the
step at EF , and the large intensity observed at negative energy is related to the occupied
valence band. At positive delay times (c and d) the Dirac state and the conduction band
are populated, and for both the maximum population is reached after 0.7ps. This delay
suggests that electrons are not directly excited in these states, which are rather filled by
electrons scattered from higher energy states [256].

This model is schematized in Figure 7.9 a-d. An optical inter-band transition excites
electrons from the valence band to high energy branches of the unoccupied conduction

Figure 7.9: a-d sketch of the excitation-relaxation mechanism proposed for p doped
Bi2Se3. A cascade process explains the delayed population of the bottom part of the con-
duction band. This is proposed to act as a charge reservoir for the surface state [256].
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band. Intra-band scattering accounts for the finite time required to populate the bottom of
the lower branch. At the same time, electrons from the conduction band can recombine
with the holes in the valence band via the Dirac state [256]. The magnitude of the gap (200
meV) prevents electron-hole recombination via phonons, since the largest energy mode has
approximately 23 meV [256]. The recombination is thus proposed to be realized via diffu-
sion, and partially via dissipation along the surface state. The small phase space available
for scattering slows down the latter process. The slow relaxation across the gap, which is
typical of semiconductors [258], leaves the sample with a modified electron density in the
conduction band.

The conduction band is proposed to act as a charge reservoir for the Dirac state. This
is described in Figure 7.9 e, which shows the intensity as a function of the delay times,
as obtained from the integral over small (E, k) regions (as shown in panel f) [256]. The
dynamics is fast at large binding energy, and it slows down when approaching the Fermi
level. Such effect is proposed to be solely due to the photodoping of the conduction band.
The cascade mechanism succeeds in explaining the delayed population in the surface state,
but it cannot account for the variation in relaxation times for the various regions below the
conduction band, which should all present the same dynamics.

7.2.4 Previous tr-ARPES investigation of Bi2Te3

The dependence between the relaxation time and the position in the electronic band struc-
ture was independently verified also in a different TI, Bi2Te3 [259]. Figure 7.10 a and b
show a schematization of the low energy electronic properties, along with the measured
unperturbed band structure at negative delay times (−200 fs). Four regions are outlined:
two correspond to the surface state above (S∗) and below (S) the Fermi level. The remain-
ing two contain large part of the conduction band, divided in the low branch (B∗2) and in
the upper branch (B∗1) [259]. Contrary to the previous study, this compound is slightly n
doped and the bottom of the conduction band lie below EF .

Figure 7.10 c shows the temporal evolution of the four populations (S, S∗, B∗1 and
B∗2), after optical excitation with the laser fundamental at 1.58 eV with fluence equal to
150 µJ/cm2. The upper part of the conduction band has a fast dynamics, while the in-
tensity persists much longer in the surface state. It was proposed that this effect is due to
the charge reservoir role played by the bottom of the conduction band (B∗2), which is also
found to relax slowly [259].

In order to be more quantitative, a complex system of rate equations is introduced to
described the de-excitation. Several channels are considered: B∗1 is directly populated
by the pulse and the excess electrons decay in B∗2 and in S∗ (in approximately 0.34 ps).
Successively, the electrons in these two states relax with similar characteristic times (1.8 ps
for B∗2 and 2.1 ps for S∗). The photo-holes in S recombine both with the conduction
band and with the excited surface states, with two distinct relaxation times (0.14 ps and
5.7 ps). The model provides the functions used in the fitting routine, whose best results
are shown in Figure 7.10 c as continuous line [259]. Different terms account for the direct
population of B∗2 and S∗, besides the cascade mechanism proposed in the case of p doped
Bi2Se3. Even though the model provides remarkable agreement with the data, it contains
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Figure 7.10: schematization (a) of the band structure of Bi2Te3 along the ΓK direction,
and measured dispersion at 6.32 eV (b). Four regions are enlightened and the behavior of
the associated intensity is shown in c as a function of the time delay. The fits (continuous
lines) are performed with a functions obtained from a system of rate equation [259].

several independent parameters, and no connection is established, for example, between the
relaxation time of the excited electrons and holes, thus suggesting that the recombination
is due to physically different processes. In addition, the surface state and the two branches
of the conduction band are treated as a unique. Hence, the excited electrons in each band
should have similar relaxation dynamics, since no term in the model takes into account their
energy position. On the contrary, we observed experimentally that the dynamics strongly
depends on the energy position. In the next section I present our recent tr-ARPES data as
published in Physical Review B [260].
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7.3 Ultrafast photo-doping and effective Fermi-Dirac distribu-
tion of the Dirac particles in Bi2Se3

We exploit time- and angle- resolved photoemission spectroscopy to determine the
evolution of the out-of-equilibrium electronic structure of the topological insulator
Bi2Se3. The response of the Fermi-Dirac distribution to ultrashort IR laser pulses
has been studied by modelling the dynamics of the hot electrons after optical excita-
tion. We disentangle a large increase of the effective temperature (T ∗) from a shift
of the chemical potential (µ∗), which is consequence of the ultrafast photodoping of
the conduction band. The relaxation dynamics of T ∗ and µ∗ are k-independent and
these two quantities uniquely define the evolution of the excited charge population.
We observe that the energy dependence of the non-equilibrium charge population is
solely determined by the analytical form of the effective Fermi-Dirac distribution.

The recent discovery of topological insulators (TIs) is renewing the attention on the
effects of spin orbit interactions (SOI) in solids, paving the road for the emergence of new
quantum states of matter [11, 254, 255, 261, 262, 257, 263, 77, 252]. The SOI acquires
particular relevance in the case of systems containing high-Z elements, leading to the lift-
ing of the Kramers spin-degeneracy in broken inversion symmetry systems, as described
by Rashba [46, 48, 205], Dresselhaus [47] and Rashba-Bychkov [45, 10]. Therefore, un-
derstanding the consequence of SOI is of primary importance also for future technological
applications in spintronics.

TIs are band insulators (semiconductors) where the conduction and the valence band
states have opposite parities and their energy ordering is inverted by the SOI [77, 78]. The
most prominent feature of their electronic structure is the odd number of spin polarized
Dirac cones at the surface, connecting the opposite sides of the bulk band gap, resulting in
topological protection from backscattering [263]. Several classes of TIs (BixSb1−x [11],
Bi2Se3 [254], Bi2Te3 [255], TlBiSe2 [264, 265], Ternary Heusler compounds [261] and Pb
based TIs [262, 266]) have been discovered. Among these, Bi2Se3 represents a paradig-
matic case, owing to the simplicity of its band structure characterized by a single Dirac
cone [254, 252].

In this Letter we report on the study of the out-of-equilibrium electronic properties of
Bi2Se3, investigated by time- and angle- resolved photoemission spectroscopy (tr-ARPES).
Although conventional ARPES, with its surface sensitivity, has proven to be effective and
rich of information [11, 255, 257], the combined use of ultrashort laser pulses and angle-
resolved photoemission experiments offers the unique possibility to explore the dynamical
evolution of the charge carriers after an optical excitation, opening the door to the investiga-
tion of mechanisms and states hidden to experiments in the frequency domain. After optical
excitation, electrons thermalize on a short timescale owing to the fast electron-electron in-
teraction. The resulting hot electron gas is described by a Fermi-Dirac distribution with an
effective electronic temperature T ∗(t) and an effective chemical potential µ∗(t) [221, 224].
From the analysis of the temporal evolution of the Fermi-Dirac function at the Fermi wave-
vector kF , we succeed in disentangling the large increase of T ∗ from the ultrafast shift in
the chemical potential, ∆µ∗.
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Our experiment reveals that the dynamics of the non-equilibrium excited electron and
hole populations strongly varies with the kinetic energy and the wave-vector (E, k). We
develop a model based on the exponential relaxation of T ∗(t) and µ∗(t) in the Fermi-Dirac
function to quantitatively fit the measured dynamics. We find that the relaxation times
of T ∗(t) and µ∗(t) are k-independent. The energy dependence of the charge population
is then uniquely determined by the analytical form of the Fermi-Dirac distribution. Our
model, owing to the universal properties of the Fermi-Dirac function, is more generally
applicable to other tr-ARPES experiments on similar materials.

High quality single crystals of Bi2Se3, in the form of platelets, were grown by the
Bridgman technique. The Bi2Se3 samples are n-doped due to atomic vacancies and excess
selenium [254]. The tr-ARPES experiments were performed at the T-ReX laboratory, Elet-
tra (Trieste), with the use of a commercial Ti:Sa regenerative amplifier (Coherent RegA
9050), producing 800 nm (1.55 eV) laser pulses at 250 kHz repetition rate, with temporal
duration of 60 fs. The samples were mounted on a He cryostat held at 100 K, and cleaved
in situ in ultrahigh vacuum (2 ·10−10 mbar) at room temperature. The pump laser light was
p-polarized, and the absorbed pump fluence was equal to 210 µJ/cm2. The delay between
pump and probe was introduced by modifying the optical path of the pump. Electrons were
photoemitted by the s-polarized fourth harmonic at 6.2 eV, obtained by harmonic genera-

Figure 7.11: (a) ARPES band dispersion of Bi2Se3 at negative delay time along the ΓK

high symmetry direction. (b) and (c) schematization of inter-band excitation channels be-
tween the conduction-conduction band (CB-CB) (b), and between the valence-conduction
bands (VB-CB) (c). (d) and (e) Pump-probe tr-ARPES signal obtained as the difference
between the images at positive delays (300 fs and 3.5 ps) and negative delay (-500 fs). Red
(blue) represents an increase (decrease) of the spectral weight. (f) Pump-probe difference
EDCs at the Fermi wave-vector kF = 0.1 Å−1, cut from panels (d) and (e). A shift of the
chemical potential, ∆µ∗, is experimentally resolved.
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tion in phase-matched BBO crystals. The photo-electrons were analyzed and detected by
a SPECS Phoibos 225 hemispherical spectrometer, with energy and angular resolution set
respectively equal to 10 meV and 0.3◦, equivalent to 0.005 Å−1. The overall temporal
resolution was set to 300 fs, thus preserving the very high energy resolution required by
the present experiment.

Figure 7.11 (a) illustrates the band dispersion of Bi2Se3 at negative delay time, i.e.
before the arrival of the pump pulse (-500 fs), along the ΓK high symmetry direction.
The energy scale reports the measured kinetic energy, since the chemical potential µ does
not represent a good reference for the energy scale in the present experiment, as will be
discussed in detail in the following. The linearly-dispersing topological surface state is
clearly resolved. A black arrow points towards its apex, i.e. the Dirac point. The weaker
signal within the Dirac cone at 1.7 - 1.84 eV corresponds to the bottom of the conduction
band. These observations are consistent with previous ARPES results from conventional
UV sources [254, 257].

The intense pump pulses cause charge excitations between the occupied and unoccu-
pied parts of the conduction band (Fig. 7.11 (b)), similarly to what observed in metals
(CB-CB transitions) [230, 231]. In the present case, the photon energy is larger than the
band gap and this enables also inter-band excitations across the gap, from the fully occu-
pied valence band (VB) to the partially unoccupied conduction band (CB) (VB-CB tran-
sitions) (Fig. 7.11 (c)). Figure 7.11 (d) and (e) show the pump-probe signal obtained as
the difference between the ARPES images after and before the optical perturbation. Red
(blue) represents an increase (decrease) of the spectral weight. At short delay time (+300
fs) a large density of electrons populates the surface state and the conduction band above
the chemical potential. Such electrons result from intra- and inter- band transitions across
the bandgap. However, the temporal resolution in this experiment is not sufficient to cap-
ture the formation of the nascent non-equilibrium electron distribution, which is expected
to thermalize into a hot Fermi-Dirac distribution via electron-electron interaction, with a
characteristic time shorter than 40 fs [267]. Figure 7.11 (e) illustrates the reduction in the
pump-probe signal at larger delay times (+3.5 ps). The density of excited charge carriers is
reduced, as normally observed in metals [230, 231].

Despite this similarity, we also observe a deviation from a purely metallic response.
Such difference is well captured by a close inspection in the pump-probe difference energy
distribution curves (dEDCs) at the Fermi wave-vector kF = 0.1 Å−1 for various delay
times. Figure 7.11 (f) shows the two pump-probe dEDCs at +300 fs and +3.5 ps. We
focus our attention on the zero-crossing point, which separates the charge-depletion and
the charge-accumulation regions. The zero-crossing point clearly shifts more than 10 meV.
We propose that the modification of the zero-crossing energy can be explained by an ul-
trafast shift of the chemical potential, as recently reported in Bi2Se3 also by Wang et al.
[268]. We interpret such an effect as the consequence of the photo-doping resulting from
the inter-band excitations across the gap. In the case of a non-degenerate semiconductor
(i.e. µ lying in the band gap) the optically excited electrons and holes must be consid-
ered as separated systems, each with a distinct thermal distribution, and with a different
chemical potential depending on the charge density [258]. The thermalized electron and
hole distributions relax towards equilibrium via radiative processes, Auger recombination
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Figure 7.12: (a) EDCs at the Fermi wave-vector kF = 0.1 Å−1 at four different delay
times (-700 fs, +300 fs, +3.5 ps and +7 ps). The fitting curves, in black lines, contain the
FD distribution, multiplied with a lorentzian which accounts for the surface state peak. The
temporal evolution of the effective temperature T ∗ and of the effective chemical potential
µ∗, as obtained from the the fit, are shown respectively in panel (b) and (c). A single decay
exponential function well fits the temporal dynamics, with characteristic relaxation time
equal to τT ∼ 2.5 ps and τµ ∼ 2.7 ps, respectively.

or diffusion. A simpler relaxation via diffusion was also proposed for p-doped Bi2Se3
[256]. The electron-phonon scattering is unsuitable for recombining the excited electrons
with holes, because the value of the gap is larger than the highest phonon energy (23 meV)
[269, 256]. Furthermore, for n-doped Bi2Se3, the band gap is acting as a bottleneck slow-
ing down the relaxation of the photo-excited holes at high binding energies (in VB) and
of the low energy holes (in CB). This results in a transient excess of charge carriers in
the conduction band, which is at the origin of the proposed ultrafast shift of the chemical
potential.

The emergence of the ultrafast chemical shift is further supported by a quantitative
analysis of the temporal evolution of the FD distribution function at kF . Figure 7.12 (a)
displays the EDCs at some selected delay times (-700 fs, +300 fs, +3.5 ps and +7 ps).
The product of the FD distribution with a lorentzian, describing the surface state peak,
is used as model function to fit the spectra (see suppl. information). The values of the
effective temperature T ∗ and of the effective chemical potential µ∗, as obtained from the
hot FD, are shown as a function of the delay time in Figure 7.12 (b) and (c) respectively.
Their temporal evolution is fitted with a single decay exponential, with a proper rise-time
(modelled by a step-function), convoluted with a gaussian to account for the temporal res-
olution. The characteristic relaxation times are τT ∼ 2.5 ps and τµ ∼ 2.7 ps. The T ∗

relaxation is slightly slower than previously reported for p-doped Bi2Se3 (1.67 ps) [256].
This discrepancy might be ascribed to the different doping, but it could also be related to
the larger pump fluence used in the present case. The maximum value of ∆µ∗ is 12 meV ,
in agreement with the pump-probe dEDCs data.

The creation of a long-lived population in the conduction band has been proposed to
be the key-mechanism responsible for the slow relaxation time in the topological insulators
Bi2Se3 [256] and Bi2Te3 [259]. In these models, the conduction band acts as a charge
reservoir for the topological surface state at lower binding energies. Such an effect was
inferred from the difference in the temporal evolution of the tr-ARPES intensity at different
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Figure 7.13: Ultrafast evolution of the non-equilibrium charge population in the topological
surface state at six energies, along its linear dispersion, as indicated in Figure 1 (e). The
results of the fitting routine are displayed as black lines. The model function results from
the intensity of the Fermi Dirac distribution at that energy at an effective temperature T ∗

and with an effective chemical potential µ∗, which relax exponentially in time as shown
respectively in Figure 7.12 (b) and (c).

positions in the band structure, I(E, k, t). Also in our investigation, the evolution of the
surface state population at different binding energies along its linear dispersion shows a
peculiar energy dependent relaxation. However, a detailed analysis of the data suggests a
different interpretation.

Figure 7.13 displays the I(E, k, t) signal, for six selected (E, k) positions below and
above the chemical potential, as indicated in Figure 7.11 (e). We focus on the topological
surface state and on the evolution of its out-of-equilibrium population. Similar trends are
observed in the conduction band, as well. We average the intensity over a narrow energy
window (less than 20 meV), and this provides us with a precise information on the en-
ergy dependent temporal evolution of the excited electrons. This constitutes an important
difference to a previous study on Bi2Te3, in which large energy windows were selected, en-
closing distinct bands [259]. The dynamics is fast for E >> µ (-6-), and apparently slows
down when approaching µ (-4- and -3-). The behavior is opposite in sign but symmetric
around µ (-1- and -2-). A similar observation was reported in previous studies of p-doped
Bi2Se3, but the dynamics was analyzed only at a qualitative level [256]. In the following,
a simple but effective model is proposed to account for this peculiar energy dependence
of I(E, k, t). The spectra at the various kinetic energies are fit with the model function
ζ(E, t), given by the following relation:

ζ(E, t) =

+∞∫
−∞

Θ(t′ − t0) ·
C

1 + exp(E − µ∗(t′)/kBT ∗(t′))
·G(t− t′)dt′ + φ. (7.4)

At time t the intensity ζ(E, t) is the result of the convolution of a gaussian G, de-
scribing the temporal resolution, with a Fermi-Dirac distribution. The latter is defined by
a time-dependent effective temperature T ∗(t) and an effective chemical potential µ∗(t),
which relax in time as discussed previously. Θ is a step function which accounts for the
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rise-time. The intensity C has a weak dependence on the kinetic energy E, which we at-
tributed to matrix element effect. C accounts for the variation in sign in the signal between
accumulation and depletion, when moving from above to below the chemical potential. Fi-
nally, φ represents a background. In our model the relaxation time is uniquely determined
by τT and τµ, and the apparent energy dependence is conveyed by the Fermi-Dirac distri-
bution. The ζ(E, t) function is used to fit all the spectra (from -1- to -6-). The results of
the fit are reported as black lines in Figure 7.13, showing a remarkably good agreement
with the experimental data. A microscopic description of the charge population evolution
is complex, since several de-excitation mechanisms must be considered, especially for the
recombination of the holes across the band gap. Moreover, the cascade relaxation of elec-
trons excited in high branches of the conduction band should also be taken into account,
as suggested in Refs. [256, 259]. This may explain the better agreement between the data
and the model at larger delay time, when this fast process is over. Nevertheless the anal-
ysis of Figure 7.13 proves that the observed non-equilibrium electronic dynamics of the
ultrafast photodoped Bi2Se3 is controlled by the evolution of the Fermi-Dirac distribution.
The temporal evolution of the tr-ARPES intensity I(E, k, t) is properly fit by the value of
the time-dependent effective Fermi-Dirac function, which is uniquely determined by the
characteristic relaxation time of the effective electronic temperature T ∗ and of the effective
chemical potential µ∗.

In summary, we investigated in detail the time-dependent electronic thermal distribu-
tion after optical excitation in Bi2Se3. We find that, at all the delay times, the electrons in
the surface states are thermalized. Their distribution can be approximated by an effective
Fermi-Dirac function, whose temperature T ∗ and chemical potential µ∗ relax in time with a
decaying exponential behavior. The fast electronic thermalization, below the experimental
resolution (300 fs), is ensured by the characteristic time of the electron-electron interaction
(< 40 fs [267]). The variation in the effective chemical potential is interpreted as the result
of the ultrafast photodoping of the conduction band, similarly to what recently reported by
Wang et al. [268]. The relaxation time of T ∗ and µ∗ are respectively equal to τT ∼ 2.5 ps

and τµ ∼ 2.7 ps. The former is compatible with a mechanism of energy relaxation to the
lattice mediated by the electron-phonon interaction. The latter is related to the relaxation
of the excess charge in the conduction band via diffusion.

We propose a model which relies only on the inherent properties of the Fermi-Dirac
distribution function, therefore it provides a viable interpretation for similar energy depen-
dence of the electronic dynamics in a different material [259] or in p-doped Bi2Se3 [256].
Finally, for the universal character of the Fermi-Dirac function it may provide a reference
for future tr-ARPES on similar systems.
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7.4 Supplemental Material: Ultrafast photo-doping and effec-
tive Fermi-Dirac distribution of the Dirac particles in Bi2Se3

7.4.1 1. Extracting the Fermi-Dirac distribution term from the EDC fit

In order to investigate the evolution of both the effective electronic temperature T ∗ and
the effective chemical potential µ∗ we analyze in details the temporal evolution of the
EDCs integrated over a narrow k window (0.01 Å−1) centered at the Fermi wave-vector
kF = 0.1 Å−1.

The time-dependent model function is the result of a Fermi-Dirac (FD) distribution
function fFD(t, T ∗, E−µ∗) multiplied with a lorentzian, which describes the quasi-particle
spectral function A(t, E, kF ). This function is successively convolved with a gaussian G
which accounts for the energy resolution of the setup.
The FD function describes the thermal distribution of electrons, whileA describes the band
structure and it accounts for the modification in the average number of quasi-particle in the
region probed by the laser light.

Figure 7.14 (a) shows four EDCs at different delay times (-700 fs, +300 fs, +3.5 ps and
+7 ps). The large decrease in intensity below the chemical potential is determined both by
the thermal broadening of the FD distribution and by the depletion of the band by photo-
excitation. In order to improve the quality of the fit we disentangle the two contributions,
by symmetrization of the EDCs. Similar analysis was recently carried out in the tr-ARPES
study of the spectral weight suppression in the cuprate compound Bi2Sr2CaCu2O7+δ [226,
227].

Figure 7.14: (a) Stack of EDCs at kF = 0.1 Å−1 for various delay times (-700 fs, +300
fs, +3.5 ps and +7 ps). (b) Symmetrized EDCs with corresponding lorentzian fit (indicated
by black lines). (c) The best-fit parameters are then used to fit the EDCs, with a function
obtained as the product of a Fermi-Dirac distribution with a lorentzian, convoluted with a
gaussian, which accounts for the experimental energy resolution.
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The symmetrization is performed by using the well established sum rule [270]:

I(t, E + µ, kf ) + I(t,−E + µ, kf ) =

+∞∫
−∞

A(t, E, kf ) ·G(E − ε)dε. (7.5)

This removes the thermal effect by cancelling out the FD function. Moreover, this proce-
dure does not require any a priori knowledge of the effective temperature.

Figure 7.14 (b) shows the corresponding symmetrized EDCs, with a vertical offset. The
convolution of a lorentzian with a gaussian is fit to each peak, and the best-fit functions are
displayed with black lines. All the parameters of the lorentzian (intensity, position and
FWHM) are then introduced in the fit of the EDCs, as discussed above, whose results are
shown in Figure 7.14 (c).

From the FD term we extract the effective temperature T ∗ and the effective chemical
potential µ∗, whose evolution with time is described in Figure 7.12 of the main article.
Successively, we repeat the analysis by symmetrizing at slightly different values of the
chemical potential, within the experimentally resolved shift (10 meV). We find that the
results of our EDCs fit are unsensitive to weak modification of chemical potential in the
EDC symmetrization, thus confirming that the value of ∆µ∗ is not affected by our analysis.



Concluding Remarks

This thesis work consisted in the investigation of the electronic properties of several differ-
ent systems which are all characterized by a sizeable spin orbit interaction. I summarize
here the main results.

The spin orbit interaction lifts the spin degeneracy of electronic states in the absence of
inversion symmetry, for example at crystal surfaces, where this effect was firstly described
by Rashba and Bychkov. The study of spin-split surface states has recently gathered the
attention of the scientific community both from a theoretical and experimental point of
view. For the first time I have reported the existence of spin-split surface states in one-
dimensional surface alloys grown by the deposition of large Z atoms (Bi and Pb) on the
surface of Cu(110). The magnitude of the splitting is comparable to the one of the BiAg2
surface alloy. Interestingly all these surface reconstructions are characterized by a large
buckling of the heavy atoms in substitutional sites, thus confirming the key role played by
the Bi (Pb) atomic positions in defining the asymmetry of the surface state wave-function
and consequently the effective spin-orbit coupling.

Semiconductors hosting spin-split states represent appealing candidates for spintron-
ics devices. Therefore, I have studied in detail the symmetry of the spin-gaps in the tri-
layer BiAg2/Ag/Si(111). I reported the six-fold modulation of the gaps, whose energy
position can be controlled continuously by deposition of alkali metal. For the case of
two-dimensional systems, I also investigated the existence of spin-split states in the Pb
monolayer grown on Au(111). I resolved a peculiar hybridization of the Pb orbitals, which
I attributed to the broken in-plane hexagonal symmetry arising from the incommensurate
moiré superstructure. This hypothesis has been tested and verified by investigating the
electronic properties of a Pb ML grown on Ag(100). In this case, in fact, the interface is
commensurate, thus resulting in the absence of hybridization gaps between the Pb states.

Non-centrosymmetric bulk crystal can host spin-split bulk states, as described by Dres-
selhaus and Rashba, and recently proposed for BiTeI. My ARPES results, supported by ab
initio calculations, show that the band structure of this bulk compound is more complex
than what was recently proposed. Besides the three-dimensional bulk spin-split states, I
observed two distinct families of spin-split surface states, resulting from the two possi-
ble crystal terminations (Te+ and I−). Furthermore, I report on the opposite surface band
bending of the two terminations: the charge carriers in the Te+ surface are electrons, while
holes are responsible for the conduction at the I− surface. BiTeI is therefore an ambipolar
semiconductor with spin-split surface and bulk states.

Finally, during my PhD I contributed to the development and characterization of a
novel time and angle resolved photoemission setup. I have studied the out-of-equilibrium
electronic properties of the topological insulator Bi2Se3, after optical perturbation with
laser light in a pump-probe experiment. I have observed an ultrafast shift of the chemical
potential, and a modification of the effective electronic temperature. A model based on
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the modification of the effective Fermi Dirac distribution has been developed in order to
quantitatively describe the relaxation dynamics of the hot electrons in the Dirac cone.
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