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Abstract Near-field microscopy offers the opportunity to reveal optical contrast at deep subwavelength scales. In scanning near-field optical microscopy (SNOM), the diffraction limit is overcome by a nanoscopic probe in close proximity to the sample. The interaction of the probe with the sample fields necessarily perturbs the bare sample response, and a critical issue is the interpretation of recorded signals. For a few specific SNOM configurations, individual descriptions have been modeled, but a general and intuitive framework is still lacking. Here, we give an exact formulation of the measurable signals in SNOM which is easily applicable to experimental configurations. Our results are in close analogy with the description Tersoff and Hamann have derived for the tunneling currents in scanning tunneling microscopy. For point-like scattering probe tips, such as used in apertureless SNOM, the theory simplifies dramatically to a single scalar relation. We find that the measured signal is directly proportional to the field of the coupled tip—sample system at the position of the tip. For weakly interacting probes, the model thus verifies the empirical findings that the recorded signal is proportional to the unperturbed field of the bare sample. In the more general case, it provides guidance to an intuitive and faithful interpretation of recorded images, facilitating the characterization of tip-related distortions and the evaluation of novel SNOM configurations, both for aperture-based and apertureless SNOM.
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This changed when Tersoff and Hamann provided their celebrated interpretation framework, which allowed scanning tunneling microscopy images to be easily interpreted with certainty and largely without a priori knowledge or further simulations.

In STM, the interpretation of recorded signals is based on Bardeen’s formula for the current across a tunneling barrier. It presumes weak coupling between the two electrodes referred to as “sample” and “tip”. Weak coupling is appropriate for electronic states that decay evanescently into the gap between the electrodes. Tersoff and Hamann proceeded by introducing the simplest conceivable model for a tip, namely, a point-like s-wave emitter. Their elegant...
analytical expression for the tunneling current showed it is simply proportional to the wave function of the bare sample at the location of the point-like tip.

Some of the earliest results in SNOM were inspired by the successes of STM, emulating the evanescent coupling character. Possibly the closest equivalent, albeit somewhat exotic, is the observation of photon tunneling through a gap filled with liquid metal.\(^{22}\) Illumination by total internal reflection and pick up by a near-field probe that frustrates the evanescent fields shares similar evanescent field features with the STM.\(^{23,24}\) In the late 1990s, a number of general and exact descriptions of SNOM were proposed, which arrive at formulas that closely resemble that of Bardeen.\(^{25}\) Remarkably, no explicit assumption of weak coupling between sample and tip is necessary in their derivation. In principle, therefore, these formulas do also describe the operation of SNOMs—aperture-based or apertureless—that do not operate in the weak coupling regime.\(^{26}\)

In the present report, we outline an approach to an analytic theory for recordable SNOM signals. The correlation between the general expressions for the electronic tunneling matrix elements and the optical reciprocity relations is rooted in the intimate relations between the Schrödinger equation and the Maxwell–Helmholtz equation,\(^{17,22}\) which are the respective wave equations for the electron and photon. This suggests the possibility of picking up the idea of Tersoff and Hamann of a point-like probe tip for SNOM, as well. We show that it is possible to express recordable signals as an integral of the probing tip volume. Consequently, for apertureless or scattering-type SNOM—which are indeed point-like at the wavelength scale—an analytical, closed-form expression is obtained for the measured signals in SNOM that is analogous to the Tersoff–Hamann results. We demonstrate the utility of this framework in discussing how different forms of apertureless SNOM may be used to map local electric field components and how well these may be related to the bare sample near-fields.

**RESULTS AND DISCUSSION**

Bardeen’s formula \(M_{m,n} \propto \int dS \cdot (\Psi_n^* \nabla \Psi_m - \Psi_n \nabla \Psi_m^*)\) describes the flow of charge (or equivalently probability density) across a fictitious plane inserted in the gap between probe tip and sample. An analogon for SNOM has been derived earlier by Carminati, Greffet, and coworkers, who used reciprocity theory in their approach.\(^{29}\)

Reciprocity describes the relation between two scenarios (1,2) under reciprocal illumination. Figure 1 displays a typical application for SNOM: in scenario 1, only the tip is present, and in scenario 2, both tip and sample are present. The tip can thus be defined and characterized (in scenario 1) without reference to any sample. This allows unravelling sample properties from the unknown signal generated by the sample being probed (in scenario 2).

Inside the volume \(V\) that contains the tip, the distribution of materials is identical in both scenarios; outside it may differ. The surface \(\delta V\) of this volume is presumed to be located entirely in vacuum, which causes \(\nabla \mathbf{E}\) to vanish exactly. For point-like current sources, \(I_{1,2}^{\text{point}} = I_{1,2}(r - r_{ab})\), we write the reciprocity theorem as\(^{30}\)

\[
\frac{1}{i \omega \mu_0 \epsilon_0} \int_{\delta V} dS \mathbf{R}(\mathbf{E}_1 \nabla \mathbf{E}_2 - \mathbf{E}_2 \nabla \mathbf{E}_1) = \mathbf{E}_1 \cdot \mathbf{I}_2|_{r_a} - \mathbf{E}_2 \cdot \mathbf{I}_1|_{r_b}
\]

Formally, this integral is the equivalent of Bardeen’s expression for a matrix element of the tunneling current. Bardeen’s formula is an approximation for scalar (evanescent) wave functions solving the Schrödinger equation. Equation 1 solves the Maxwell equations exactly for vectorial fields, provided the materials inside the integration volume are nonmagnetic and have symmetric dielectric tensors.

The great advantages of eq 1 are the terms on the right-hand side. The currents are set parallel to the polarizations of the exciting \(\mathbf{I}_2\) and the detected \(\mathbf{I}_1\) radiation.\(^{31}\) The electric signal measured in a given experiment is the term \(\mathbf{E}_2 \cdot \mathbf{I}_1\). The term \(\mathbf{E}_1 \cdot \mathbf{I}_2\) is an undesired background term that needs careful attention. In many cases, it is actually eliminated, for example, if \(r_b\) is outside of \(V\), that is, in a transmission type of experiment. The same term also vanishes if \(\mathbf{E}_1 \cdot \mathbf{I}_2\), which is the basis of the so-called cross-polarization scheme.\(^{32}\)

To apply the reciprocity theorem eq 1 to SNOM, it is advantageous to choose a half-space confined by a plane parallel to the \(xy\) plane as integration volume (Figure 1). On the upper boundary, the surface integral vanishes under the Sommerfeld radiation condition. The remaining integral surface, the evaluation plane, allows for a successful treatment of the most general case in Fourier space.

In close analogy with experiment, the tip is chosen vertically aligned and the evaluation plane in the tip—sample gap. We proceed with computing the fields scattered by the tip alone \(\mathbf{T} := \mathbf{E}_{1p}\) and the whole tip—sample system \(\mathbf{S} := \mathbf{E}_{1p}\) on the evaluation plane. This is conveniently accomplished with an angular spectrum representation (see Methods section). Together with the volume equivalent representation for the tip field, the exact expression for the measurable SNOM...
signal (eq 1) becomes a comparatively simple term as an integral over the scattering tip volume

$$E_2 \cdot l_{2t} = E_1 \cdot l_{1t} - i \omega \int d^3 r T(r) \Delta s(r) S^+(r)$$  \hspace{1cm} (2)

Such integrals over small tip volumes are easily manageable with modern numerical Maxwell solvers. One may consider eq 2 as a fall-back option for delicate cases, or if specifically crafted probe tips deviated significantly from the point-like dipole model, which is considered next.

$S^+(r)$ should not be confused with the actual field $S(r)$ of the tip–sample system at the location of the tip in scenario 1. Instead, it denotes those field components that exist in the evaluation plane and travel up toward the tip, as displayed in angular spectrum representation.

**Point-like Tip Model.** In the form of eq 2, reciprocity theory is fully general, applicable to both aperture-based and apertureless versions of SNOM. We now ask what algebraic simplification and intuitive understanding can be gained if we restrict ourselves to point-like tips in the apertureless case? Nanoscopic probe tips, in the spirit of the dipole tip model, are often treated as a point-like dipolar moment $p(r)$, and, consequently, the expansion can only be terminated after a suitable low order. The expansion may be part of an integral over the scattering tip volume.

It is the equivalent of the Tersoff–Hamann formula $I \propto D_0 D_0 |\psi(r)|^2$ for the tunneling current in STM. Here, the measured signal is proportional to the square modulus of the sample wave function $|\psi_i(r)|^2$ at the location of the tip, multiplied by the density of states $D_0$ of the tip. In close analogy, the detected electric field is proportional to the field $S^+(r)$ at the tip position, projected by the inner product on the dipole moment $p$ of the tip. One difference between STM and aSNOM is noteworthy: whereas $|\psi_i(r)|^2$ is a property of the bare sample, $S^+$ describes the fully coupled tip–sample system. Therefore, in the following, we discuss how the field $S^+$ may be related to the unperturbed sample near-field $S^{(unp)}$ in the absence of any probe tip.

**Evaluation of the System Response.** To evaluate the components of the system field $S$ at the evaluation plane which travel upward, we adopt a Born series treatment of the tip–sample interaction. Diagrammatically, the propagator of the coupled tip–sample system is represented by

$$S = \begin{cases} S^0 \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \ldots \end{array} \right) \right) \right) \right) \end{array} \right) \right) \right) \right) \right)$$ \hspace{1cm} (4)

where the evaluation plane is indicated by the dotted horizontal line and sample and tip interfaces by a solid straight and curved line, respectively. Wiggly arrows represent the well-known vacuum propagator, and dotted arrows are self-depolarizations of the tip or sample containing all orders of interactions of the sample or tip with itself.

We immediately see that all components traveling upward are scattered from the sample to the evaluation plane. The total field incident on the sample, however, is influenced by the near-field probe. The direct contribution $S^0$ of the source $I_2$ may be part of $S^+$ or $S^-$, depending on whether its location $r_0$ is above or below the evaluation plane.

We abbreviate the consecutive action of a propagator and polarization by $\Gamma$ (see Methods section). We further introduce the interaction tensors

$$\Theta_{st} = \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \frac{\Theta_{st}}{\Theta_{tt}} \cdot \left( \begin{array}{l} S^- \\ + \ldots \end{array} \right) \right) \right) \right) \right) \right) \right) \right)$$ \hspace{1cm} (5)

which describe one round trip action from the sample to the tip and back onto the sample itself or vice versa.

Algebraically, we can rewrite the upward traveling part of $S$ according to eq 4 in two different versions as

$$S^+ = \left( \Gamma_{st} - \Theta_{st} \right)^{-1} \left( E_2^0 + \Gamma_{st} E_2^0 \right)$$ \hspace{1cm} (5a)

$$S^+ = \left( \Gamma_{st} - \Theta_{st} \right)^{-1} \left( E_2^0 + \Gamma_{st} E_2^0 \right)$$ \hspace{1cm} (5b)

depending on whether the view focuses on the tip (5b) or the sample (5a).

In the Born series picture, the desired measurable signal is thus generated in three steps. First, the incident radiation excites the tip and sample directly, and first-order scattering from one of them—say the sample—may be viewed as a coherent additional excitation of the other: $\left( \Gamma_{st} E_2^0 + E_2^0 \right)$. Second, is an infinite series of interactions, whose terms can be summed up as a geometric sum: $\left( \Gamma_{st} E_2^0 + E_2^0 \right)$.

The interaction term $\Theta_{tt}$ is crucial for the validity of the Born series approach. The expansion can only sensibly be employed, if it converges, that is, if $\| \Theta_{tt} \| < 1$ in the sense of an operator norm. If the tip may be considered point-like, $\Theta_{tt}$ can be represented by a simple matrix, facilitating a direct criterion for when the Born series may be terminated after a suitable low order.

At this point, a cautious note regarding direct scattering from the tip to the detector may be in order. It is one of the major sources of undesired background, as it carries no information about the sample.
Any measurable signal that stems directly from the tip is due either to $S^0 \in S^+$, if the source $I_1$ at $r_1$, is located below the evaluation plane, or due to the term $(E_1 \cdot I_2)_s$, if $r_2$ is above the evaluation plane, inside the integration volume. Thus, this parasitic background signal cannot generally be assumed to vanish, unless special care is taken to ensure exactly normal field vectors, $E_1, I_1, J_1,)^{36}$ or this signal is suppressed by modulation/demodulation techniques to a level below the detector noise floor.

We may terminate the Born series after an appropriate order, for example, in the case of a vanishingly small contribution from the tip (i.e., $g_1 \to 0$, $\Sigma \alpha \to 0$, $\Sigma \beta \to 1$). In that case, we find as the lowest order contributions to the measurable signal $S^+$ the bare sample field and the first and second order terms

$$S^{(anp)}(r_1) = \sum_{\Sigma \in S^+} \sum_{\Sigma \in S^+} E_{n}^{in} \Gamma_{\Sigma,\Sigma}(r_1)$$

$$S^{(1)} = \sum_{\Sigma \in S^+} \sum_{\Sigma \in S^+} E_{n}^{in} \Gamma_{\Sigma,\Sigma}(r_1)$$

$$S^{(2)} = \sum_{\Sigma \in S^+} \sum_{\Sigma \in S^+} E_{n}^{in} \Gamma_{\Sigma,\Sigma}(r_1)$$

In virtually all implementations of aSNOM, a modulation/demodulation scheme is employed. By oscillating the tip above the sample, $r_1$, varies periodically in time with a frequency $\Omega$. With the evaluation point $r_1$ moving, the contributions to the measured signal $S^+(r_1(t))$ vary. Importantly, this alters $E_{r}^{in}$, $\Gamma_{\Sigma,\Sigma}$ and hence all contributions to $S^+$. After demodulating the measured signal at the fundamental $\Omega$, one still measures considerable parasitic background signal due to $S^0$ or $E_1 \cdot I_2$. Only by demodulation at the second or higher overtone of $\Omega$ can these (with some experimental care$^{37,38}$) be sufficiently suppressed. To lowest order, the recorded signal is thus

$$E_2 \cdot I_1 |_{r_1} = i\omega p(r_1)(S^{(anp)} + S^{(1)} + S^{(2)})$$

which confirms the long-established experimental approach.$^{39}$

With the field $S^+$ of the tip–sample system known, we apply eq 3 to obtain the signal in typically employed experimental schemes for aSNOM. These are commonly classified by polarization configurations of the exciting and scattered radiation at the current sources. By suitably aligned, symmetric optics, one can ensure that the radiation has the same polarization at the center of the tip as at the source. As a demonstration, we choose a sample represented by a set of scattering points in vacuum. Already in this simple model, we can quantitatively compare signal contributions from different terms of the Born series (eq 7a) and learn which terms might contribute to the signal in the general case. From the analytic relation of each term to the unperturbed field, measured signals on unknown samples are intuitively interpretable.

**Coupled-Dipole Model.** The coupled-dipole model considers situations where the radiation at the tip from both $I_1$ and $I_2$ is parallel polarized. Both sources are assumed to be located at the same location $r_2 = r_3$ inside the integration volume $V$. With additional assumptions regarding the reflection of the incident radiation at the sample interface$^{40-42}$ and the actual shape of an elongated tip, it is possible to approach a quantitative description. For situations where the probe tip is located above a flat, featureless substrate surface, the interaction of the tip with the surface is analytically described by the quasi-static coupled-dipole model, whose most sophisticated version was given by Cvitkovic et al.$^{43}$ For a point-like tip of polarizability $\alpha$, the field scattered by the whole tip–sample system upon illumination with vertically polarized light is found proportional to

$$E^{(\alpha)} = (1 + r_2)\alpha \left(1 - \frac{1}{16\pi R^2} \beta \alpha \right)^{-1} \times (r_2 E_2^{in} + E^0)$$

(10)

where $\alpha$ is the polarizability of the tip, $\beta$ and $r_2$ the quasi-static and Fresnel reflection coefficients of the sample surface, respectively, and $R$ is the height of the tip above the surface. An equivalent expression is found for the case of horizontally polarized radiation.

We recognize the great similarity to eq 7b. In eq 10, the contributions due to $S^0$ and $E_1 \cdot I_2$, are not considered, as they are filtered out from the measured signal by demodulation, as discussed above. Both relations contain the full Born series of interactions, which allows extracting information about the material constants of the sample immediately underneath the tip. As no termination of a Born series is necessary, in this case, any probing tip may be used, regardless of the strength of its influence on the sample, as long as the signal remains measurable.

An advantage of eq 7b for future investigations is the possibility to extract more detailed information regarding the experimental conditions, such as the size of the lateral area over which the tip–sample interaction effectively averages, or how exactly the signal evolves as the tip moves laterally over a material contrast boundary or some topography changes, etc. For extended analysis of the influence of finite sized tips, eq 7 can be used in conjunction with eq 2 instead of eq 3 for point-like tips.

**Cross-Polarized aSNOM.** In the cross-polarized aSNOM configuration, the current source $I_1$ in scenario 1 and the scattered field $E_1(r_2)$ are both $p$-polarized. If $I_2$ is $s$-polarized (i.e., $E_1 \cdot I_2 = 0$), then according to eq 3, the recorded signal simplifies to

$$E_2 \cdot I_1 |_{r_1} = -i\omega p(r_1) \cdot S^+(r_1)$$

(11)

regardless of the location of $r_2$. We assume the tip is isotropic in the $xy$ plane and mainly polarizable along
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Figure 2c and Figure 2d affirms that
the full Born series is well represented by the first-order
approximation eq 9, which in turn is dominated by
$S^{(1)}_{\text{unp}}$ and $S^{(2)}_{\text{unp}}$ (Figure 2f). The strongly z-polarizable
ips conveniently used in cross-polarized aSNOM
usually make the contribution $S^{(1)}_{\text{tt}}$ to the full signal
much weaker (Figure 2e). This analysis confirms that
images obtained with cross-polarized aSNOM are good
linear representations of the unperturbed bare sample
fields. This is in agreement with the empirical
finding that aSNOM in cross-polarization produces near-field
optical maps that are very well reproduced by simu-
lated near-field images of the bare substrate in the
absence of any probing tip.46–50

Horizontal Component Mapping aSNOM. Recently,
Hillenbrand et al. introduced another aSNOM config-
uration to measure horizontal electric fields.51 The
approach is somewhat similar to the coupled-dipole scenario,
in that both incident and analyzed radiation have the
same polarization. However, in the present case, they are
s-polarized, which for very weakly s-polarizable probe
tips generates an intricate interplay between the sample
and the tip that is necessarily vectorial in nature.

Experimentally, two variations have been demon-
strated. In transmission geometry, $r_z$ is below the
evaluation plane and eq 3 takes the form of eq 11
but includes an upward-propagating direct excitation
$S^{(1)}_{\text{ff}} \in S^{+}$. In back-reflection geometry,52 $r_z = r_z$ are both
inside the integration volume, giving the measurable
signal the form the full eq 3. Here, the direct illumina-
tion does not contribute because $S^{(1)}_{\text{ff}} \in S^{-}$.

We may again assume the experimentally relevant
case of a point-like tip that is mostly polarizable in the
vertical direction, $\varepsilon_{xx} \gg \varepsilon_{xy} > 0$, but it must not be
completely unpolarizable in the horizontal direction.
Otherwise, the s-polarized dipole component $p(r)$
picked up at the location of the tip would vanish, and
no measurable signal could be recorded.

In Figure 3, simulated near-field images showing
the individual contributions to the signal are displayed.
Except for projecting out the $x$ component, the simu-
ations were performed with parameters identical to the
cross-polarized configuration of Figure 2c.2 Note that
whereas Figure 2c-g displays a common color scale, as
does Figure 3c-g, these color scales differ between
these two cases by about 1 order of magnitude. Mainly
due to the assumed stronger vertical polarizability of
the probe tip, the recordable signals are stronger in the
cross-polarized case.
The comparison of Figure 3c,d shows that, as in the case of cross-polarized aSNOM, the full Born series is well approximated by the two lowest relevant orders, following eq 9. Evidently, with the simulation parameters chosen in Figure 3, the approximated field is dominated by the unperturbed field. For stronger interacting tips, also the higher order terms $S^{(1t)}$ and $S^{(2s)}$ will contribute to the signal significantly.

Both terms $S^{(1t)}$ and $S^{(2s)}$ can be of the same order and contribute coherently to the measured signal (Figure 3e,f) in very different forms. To explore this situation further, we compare numerical aSNOM images generated with exclusively z- or x-polarizable tips in Figure 4. For both cross-polarized and horizontal component mapping, aSNOM z-polarizability exclusively contributes to $S^{(2s)}$ (Figure 4d,h). The s-polarized incident light cannot excite the tip, and $S^{(1t)}$ vanishes in these cases (Figure 4c,g). Horizontal polarizability predominantly contributes to the signal term $S^{(1t)}$, excited by light incident on the tip (Figure 4a,e). However, the $S^{(2s)}$ components are not zero in these cases (Figure 4b,f). For probe tips predominantly polarizable in x-direction, $S^{(2s)}$ can be suppressed in favor of $S^{(1t)}$.

Note that the aSNOM image presented in Figure 4h only appears to be of dipolar character. Both lobes are symmetric in amplitude and phase, and the central node line occurs for symmetry reasons. According to eq 8c, it represents the unperturbed field $S^{(unp)}$, convoluted with $\Theta_{ui}$. In the yz symmetry plane of an excited x-dipole, however, no coupling to a z-polarizable tip is possible and $\Theta_{ui}$ vanishes. The signal due to $S^{(1t)}$ (Figure 4e) is favorable in this respect. According to eq 8b, however, this signal does not represent the unperturbed response of the sample to the field $E_0$, directly incident on the sample. Rather it represents a different sample response to an excitation emitted indirectly by the tip, $E_0^{ex} = \sum_{\Gamma} \sum_{\pm} E_0^\Gamma$.

CONCLUSIONS

We have provided a general and exact framework for the measurable signals in scanning near-field optical microscopy. The starting point is a form of reciprocity theory appropriate for dissipative, nonmagnetic, reciprocal tips. (In passing, we note the possibility of an analogous theory for transparent, nonmagnetic, but nonreciprocal tips, which bears great similarity with the measurable signals in scanning near-field optical microscopy. The starting point is a form of reciprocity theory appropriate for dissipative, nonmagnetic, reciprocal tips. (In passing, we note the possibility of an analogous theory for transparent, nonmagnetic, but nonreciprocal tips, which bears great similarity with energy conservation theorems.) As was already reported earlier by Carminati, Greffet, and co-workers, only the upward traveling components of the coupled tip-sample system contribute to any measurable signal. With the goal of an intuitive formulation that allows immediate conclusions about qualitative aspects of
SNOM, our variant of the theory is expressed as an integral over the probing tip’s volume (eq 2). It can be conveniently reduced to the point-like tip case (eq 3). This latter formulation constitutes an analogue to the formula of Tersoff and Hamann for the analysis of scanning tunneling microscopy signals obtained with point-like electrodes.

The analysis of the upward traveling field components is achieved in a Born series framework. A criterion for the applicability of the Born series is given. We discuss a number of typical experimental situations: the coupled-dipole model, the cross-polarization scheme for mapping out-of-plane field components, and horizontal component mapping of electric field components. All of them are found to be amenable to analysis with the model presented here, which indicates its utility also for future developments in scanning near-field microscopy.

**METHODS**

**Reciprocity Theory.** To motivate the application of reciprocity theory, it is convenient to draw attention to an often unnoted intimate relation between reciprocity and energy conservation. Indeed, at first sight, the flow of energy across an interface separating a sample from a near-field probe tip might seem like an opportune candidate to establish an optical analogue to the probability flow in Bardeen’s case. The flow of energy is represented by the Poynting field $S = E \times H$, and the associated theorem for optical energy conservation is well-known, its close relative, the reciprocity theorem, contains terms of similar shape ($E_2 \times H_1 + \varepsilon E_1 \times H_2$). It constitutes a relation between the fields in two scenarios 1 and 2 under different illumination conditions.

To treat energy conservation and reciprocity in the same formalism, we rewrite the Poynting vector as $S = (E \times H + E_i \times H_j)$ with both scenarios being identical. In the following, we consider generalized terms ($E_2 \times H_1 + \varepsilon E_1 \times H_2$). This puts reciprocity theory on par with energy conservation. The sign factor $\varepsilon = \pm 1$ automatically tracks both energy and reciprocity theory, and an explicit choice is made after it has become evident which theorem is best suited. We start from the Maxwell equations in SI units

$$\nabla D = \rho \quad (12a)$$
$$\nabla \times E = -B \quad (12b)$$
$$\nabla B = 0 \quad (12c)$$
$$\nabla \times H = D + j \quad (12d)$$

with the constitutive equations

$$D = \varepsilon E \quad (13a)$$
$$B = \mu H \quad (13b)$$
$$j = \sigma E \quad (13c)$$

All material properties are described by unit bearing quantities; that is, they are not measured relative to the vacuum values $\varepsilon_0$ and $\mu_0$. $\varepsilon$ and $\mu$ are the electric and magnetic permeability, respectively, and $\sigma$ the conductivity. By multiplying $H$- with eq 12b and $E$- with eq 12d and adding appropriately, one obtains

$$-\nabla(E_1 \times H_1 + \varepsilon E_2 \times H_2) = H_1 B_2 + \varepsilon H_2 B_1 + E_1 D_2 + \varepsilon E_2 D_2 + E_1 j_2 + \varepsilon E_2 j_1 \quad (14)$$

Here the fields $E, D, H, B, j$ are all real-valued functions of space and time. The indices 1 and 2 refer to the two different scenarios, as depicted in Figure 1. In both scenarios, a volume $V$ is considered to enclose the scattering probing tip located at $r_i$ with a hemisphere of infinite radius. The distribution of material scatterers inside the volume does not change, but the fields are generally very different. In scenario 1, a source $I_1$ at position $r_i$ emits radiation, giving rise to $E_1$ at position $r_i$. In the reciprocal scenario 2, an additional sample is present outside the integration volume. Source and detector have exchanged their places; source $I_2$ at position $r_i$ emits radiation, which leads to a field $E_2$ at position $r_i$. The material operators $\varepsilon, \mu, j$ are local functions of space, describing causal responses in time, most easily represented as Kramers–Kronig compatible functions of frequency. This calls naturally for a complex-valued representation, which is carefully introduced by substituting $E \to E + (1/2i\omega)(E \times E)$, etc. It is also most convenient for near-monochromatic scenarios, such as those excited by narrow-band laser sources, in which all time-dependent phenomena vary with frequencies in a narrow band $\Delta \omega$ around a central frequency $\omega$. As is well-known, in this case, product terms separate into two classes: fast terms, which oscillate (approximately) with $\exp(-2i\omega t)$, and slowly varying terms, which vary on frequency scales less than $\Delta \omega$. Thus, there are four possible equations, namely, the fast and slow terms in the energy ($\varepsilon = +1$) or reciprocity ($\varepsilon = -1$) theorem.

Here we concentrate on the exact monochromatic approximation. In this case, it is advantageous to split the current densities into source and scattering parts, $j = j^{\text{sc}} + j^{\text{so}}$, and to subsume the conductivity tensor for all scattering media in the dielectric permeability, $\varepsilon = \varepsilon + \sigma/\omega$. The slow terms of the energy conservation theorem are

$$\Re \nabla(E_1 \times H_1 + \varepsilon E_2 \times H_2) = +\Re(2i\omega)(E_2 j_1^{\text{so}} E_2 + H_2 j_1^{\text{so}} H_1) - \Re(E_1 j_2^{\text{so}} + E_2 j_2^{\text{so}}) \quad (15)$$

Conventionally, only the slow terms are regarded as relevant to optical measurements because the fast terms oscillate with frequencies $2\omega \gg \text{THz}$ and are orders of magnitude faster than what is detectable with currently available detectors. Curiously, though, the slow energy conservation terms correspond algebraically most closely to the fast terms of the reciprocity theorem

$$\Re \nabla(E_1 \times H_2 - E_2 \times H_1) = +\Re(2i\omega)(E_2 j_2^{\text{so}} E_2 + H_2 j_2^{\text{so}} H_1) - \Re(E_1 j_1^{\text{so}} - E_2 j_1^{\text{so}}) \quad (16)$$

Besides the great similarity between eqs 15 and 16, there are subtle, yet crucial, differences. Whereas we do make no assumptions about the symmetry of the material tensors, the first terms on the right-hand sides of the energy and reciprocity relation contain, respectively, only the anti-Hermitian and antisymmetric parts. If these terms do not vanish by symmetry, they can pose considerable numerical difficulties in further applications of the equations. One may choose one or the other, depending on whether the material tensors are Hermitian or symmetric, respectively. (Note that this concerns only the inside of the hemispherical volume.) On the one hand, energy conservation may be successfully applied to magneto-optically active and other materials that break (local) time-reversal symmetry. Reciprocity, on the other hand, usually facilitates dissipative media, which break (optical) energy conservation. These algebraic considerations hint at the underlying deeper symmetries that exist.
between energy conservation, time-reversal symmetry, and reciprocity.

We assume a symmetric dielectric function \(\varepsilon = \varepsilon_0\) and nonmagnetic materials. We integrate eq 16 over a volume containing the tip and use the Gauss theorem to transform it into the surface integral eq 1.

Angular Spectrum Representation. For evaluating eq 1, we represent both fields scattered by the tip and the whole system in the evaluation plane using angular spectrum representation. Angular spectrum representation is based on a two-dimensional Fourier transform of electric fields. The Helmholtz equation constitutes the out-of-plane propagation constant \(k_z^2 = \omega^2 / c^2\). We distinguish between components traveling upward (\(\xi = +1\)) and downward (\(\xi = -1\)).

\[
E_\xi(r) = \sum_{\xi = \pm 1} \frac{1}{2\pi} \int d^2 k E_\xi(k_z, z_0) \exp(i k_z(x_0 - z_0)) \exp(i k y, y, z) \]
\[
k_z = \pm \sqrt{k_0^2 - k_x^2} \quad \text{for propagating modes}
\]
\[
k_z = \pm i \sqrt{k_0^2 - k_x^2} \quad \text{for evanescent modes (17)}
\]
The upward and downward traveling field components \(\xi = \pm 1\) can be separated in Fourier space

\[
E_\xi(k_z, z) = \frac{1}{2\pi} \int d^2 k E(r) \exp(-i k_r y, y, z)
\]
through the use of a projection operator

\[
E_\xi(k_z, z) = \frac{k_x - i z k_x}{2 k_x} E(k_z, z)
\]

Notice that this requires, besides the field in the evaluation plane, also its normal derivative. An alternative scheme might be more convenient for certain numerical implementations. If the derivative of the field in the transformation plane is not available, but the fields are known in two parallel planes close to each other, the projections can also be obtained as

\[
E_\xi(k_z, z) = \frac{E(k_z, z) - E(k_z, z + \Delta z \exp(-i k_z \Delta z))}{2 \sin(k_z \Delta z)} \times \exp(-i k_z n_z)
\]

Once the fields are distinguished into their upward and downward traveling components, one can propagate them very easily from one plane to another:

\[
E_\xi(k_z, z) = E_\xi(k_z, z_0) \exp(i k_z (z_0 - z))
\]

Note that this propagation may only be applied inside of homogeneous media. In our case, fields are propagated through the gap between tip and sample.

Integration over the Evaluation Plane. In order to derive eq 2, we use the self-consistent scattered field expression for the tip field

\[
T_{\xi}(r) = \frac{k_z^2}{2\pi} \int d^3 r T_{\xi}(r') \Delta \varepsilon_{\xi'}(r') \times \left( \frac{\nabla \varepsilon_{\xi'}(r')}{k_0^2 + \nabla \varepsilon_{\xi'}(r')}, \frac{\nabla r - r'}{r - r'} \right)
\]

Here, \(\Delta \varepsilon_{\xi'}(r')\) is the difference between the scatterer permittivity and the background medium. The integration volume covers only the finite tip volume, where \(\Delta \varepsilon_{\xi'}(r')\) is nonzero. With the angular spectrum representation of the scalar Green function\(^{29,10,63}\)

\[
\varphi_{\xi}(r, r') = -\frac{i}{8\pi^2} \int d^2 k \frac{1}{k_0^2} e^{i k_z (x_0 - z_0)} \exp(i k y)
\]

one can substitute eq 22 for \(T_{\xi}\) and eq 17 for \(S_{\xi}\) in eq 1. After a few algebraic manipulations, eq 2 is obtained.

Green Functions. As is well-known, a single scattering event is mediated by the vacuum Green dyadic of the Helmholtz equation

\[
G_{\xi}(r, r') = \left( 1 + \frac{\nabla \varepsilon_{\xi'}(r')}{k_0^2} \right) \exp(i k_z (z_0 - z')) / 4\pi |r - r'|^2
\]

We introduce the tensor \(\Gamma = (k_0^2 / c^2) G^2_{\xi'}\) to describe the consecutive action of polarizing a scatterer and propagating the scattered field to the target location. The polarizability is \(\alpha = j \Delta \varepsilon_{\xi'}(r')\).

We abbreviate the fields after a single scattering event by

\[
E^{\text{eff}}(r) = -\int d^3 r' G_{\xi}(r, r') \Delta \varepsilon_{\xi'}(r') E(r')
\]

\[
= \Gamma E^{\text{in}}
\]

In this sense, the self-interaction of tip and sample (eq 5) can be written as

\[
\sum_{\xi} \Gamma_{\xi} = \sum_{\xi} \Gamma_{\xi}(1 - \Gamma)^{-1}
\]

We write the upward traveling part of the sample-field according to eq 4 as

\[
S^{+} = (\Gamma_{\xi} S) \times \left( \frac{1 + \Theta_{\xi}}{\Theta_{\xi}} + \frac{\Theta_{\xi}^4}{\Theta_{\xi}^3} \ldots \right) \times (E^{\text{eff}} + \Gamma_{\xi} S^{+})
\]

which we abbreviate as eq 7a.

Numerical Evaluation for Point-like Samples. In a typical experiment, one considers an excitation source at a certain location, which gives rise to a scattered field. At another location, one places a detector, which then measures the effect communicated from the source to the detector. In numerical simulations, this signal can be calculated straightforwardly with any variant of rigorous Maxwell equation solving method. Essentially, one computes in a single scenario the transmission of energy from the source to the detector.

Reciprocity theory uses a different approach to obtain this signal, which considers two reciprocal scenarios. It establishes relations between oscillating currents and resulting electric fields if one interchanges the locations where the currents are placed and where the fields are measured. For computing optical scattering signals, one considers in the first scenario the source current that generate the exciting radiation as in an actual experiment. The resulting fields are evaluated at the location of the detector. In the second scenario, the positions are interchanged. In this case, one considers currents in the place of the detector to excite scattered response fields at the location of the source. This may at first seem somewhat counterintuitive. By combining the two scenarios, however, it is possible to establish a relation that directly represents the experimentally measured signal.

To motivate further the application of reciprocity theory, we apply the field of the tip—sample system to the case of a sample consisting of point-like scatterers in vacuum. The scatterer polarizabilities represent spherical gold colloids of 10 nm diameter. The refractive index of gold at 1064 nm wavelength is taken from Johnson and Christy.\(^{29}\) The tip—sample distance is 25 nm. The polarizability of the tip is assumed to be the same as a 10 nm diameter sphere of silicon for the in-plane components. We chose that value according to the data sheet of typical silicon tips employed in our experimental setup (AITEC-NC, Nano and More). In Figures 2 and 3, we chose the out-of-plane component of the tip polarizability 10 times as large as the in-plane components. In Figure 4, the magnitude of dipolar moment is equal between individual tips \(\rho_{\text{tip,ab}} = \rho_{\text{tip,cd}}\). The point sources \(I_{1,2}\) are collimated by optics inside the integration volume. The exact geometry of illumination and detection path is represented by the tensorial connection between source current \(I_{1,2}\) and incident field on tip and sample. In the simulation, we assume the illumination field to be a plane wave of same polarization as the sources, making this tensor a multiple of the unit operator. The angle of illumination is 70° from the surface normal. The (complex valued) measured signal at the second overtone of the tip oscillation frequency is proportional to

\[
E_{\xi} \cdot T_{\xi} = \int_{0}^{2\pi/\Omega} d\beta p_{\xi}(\beta) \cdot S^{+}(\beta) \exp(2\Omega \beta)
\]

We plot the absolute value of the signal. The field incident on the tip in scenario 1 changes with the oscillating tip position. The dipolar
moment $p$ changes with time, and also portions of $S$ changing linearly with $t^p$—sample distance contribute to the signal. This includes far-field scattering of a substrate—air interface.

The images are a demonstration of the Green function ansatz for discrete sample dipoles to show the Born series may be terminated after few orders. More sophisticated models for sample and tip can be easily applied using eq 2.
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