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1. Introduction

Detailed structural investigation of ultrasmall, gas-phase coin-
age metal clusters has received a significant amount of experi-
mental[1–5] and theoretical[1, 6–14] attention in recent years, partic-
ularly since the advent of size-specific cluster generation meth-
ods.[1, 15] The clusters’ potential as electro- and photocata-
lysts[10, 16, 17] in addition to their unique optoelectronic proper-
ties[18–20] has driven interest in predicting and controlling
cluster geometries at the atomic level. Gas-phase clusters rep-
resent the fundamental, unperturbed ideal, in the absence of
perturbations such as solvent, substrates or bound ligands. For
coinage metals, the unambiguous prediction of the geometric
structure is complicated by the presence of a high-lying full d
electronic band, which plays a significant role in the electronic
structure, promoting low coordination and planar structures,
which vary with size and charge state. This effect has been
found to be adequately described by density functional meth-
ods.[6] Empirical and semi-empirical potentials with simple,
closed functional forms are commonly used to study the struc-
tures of larger clusters, where the parameterisation usually
does not account for complex many-body, multi-electron
terms, such as correlation or relativistic effects. However, in
spite of their lack of complexity, such potentials are often

found to be sufficient for neutral, closed-shell systems, and
therefore these functions (e.g. Gupta,[21] Sutton–Chen,[22] Mur-
rell–Mottram[23] etc.) are frequently utilised for screening low-
lying structures of simple metals, such as alkali metal or
group 11 clusters.[9, 24–26] The important condition that must be
satisfied for this approximation to be valid is that there should
be a good correlation between low-lying structures at the em-
pirical potential level and at higher levels, such as DFT. In the
absence of such a correlation, more refined parameterisations
and/or more complex functional forms are required.

The extension of the analysis beyond static structures is
available through the exploration of the underlying potential
energy surface, or energy landscape.[27, 28] The rearrangement
pathways between minima, transition state barriers,[28–30] dy-
namics[31–33] and basin topology[31, 34, 35] may be determined by
such exploration. At the level of the empirical potential, much
research has been done, both in developing efficient methods
to explore and map the landscape,[27, 36] and to use these tools
to elucidate patterns in cluster growth, doping and element
type.

In this article, we compare the low-energy structures of
a copper–silver sub-nanometre cluster in the gas phase for
Gupta potential and DFT levels of theory, and map the energy
landscape with a range of statistical tools. This work utilises
the threshold algorithm,[31] which has previously been success-
fully applied to ionic solids,[37–39] molecular clusters[40] and
noble metal clusters[41] and has recently been extended to
work in tandem with a plane-wave DFT code for direct elec-
tronic structure energy landscape exploration. The activation
energy barrier heights[30] are calculated for the low-energy
region of the Gupta potential energy surface in Section 2.1.1
and the corresponding tree graph of connectivity is generated.
Dynamic features are estimated, and the evolution of general-

The energy landscapes of sub-nanometre bimetallic coinage
metal clusters are explored with the Threshold Algorithm cou-
pled with the Birmingham Cluster Genetic Algorithm. Global
and energetically low-lying minima along with their permuta-
tional isomers are located for the Cu4Ag4 cluster with the
Gupta potential and density functional theory (DFT). Statistical
tools are employed to map the connectivity of the energy
landscape and the growth of structural basins, while the ther-
modynamics of interconversion are probed, based on probabil-
ity flows between minima. Asymmetric statistical weights are

found for pathways across dividing states between stable geo-
metries, while basin volumes are observed to grow independ-
ently of the depth of the minimum. The DFT landscape is
found to exhibit significantly more frustration than that of the
Gupta potential, including several open, pseudo-planar geome-
tries which are energetically competitive with the global mini-
mum. The differences in local minima and their transition barri-
ers between the two levels of theory indicate the importance
of explicit electronic structure for even simple, closed shell
clusters.
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ised energetic-entropic barriers between basins are represent-
ed in Section 2.1.2 by the probability flow.[40] In Section 2.1.3,
the growth of the densities of configurational states are esti-
mated. Comparison with the structures and barrier heights
from DFT calculations are given in Section 2.2.

Computational Methods

We take a hierarchical approach to exploring the energy landscape
of small clusters, based on an unbiased global optimisation of
structure, followed by searching the potential energy surface with
the threshold method. Sampling of configuration space is per-
formed on-the-fly, in order to collect statistical information regard-
ing the configurational densities of states.

Models

Part of this investigation is undertaken using a semi-empirical po-
tential function to represent the interactions between metal
atoms. The ability of these potentials to reproduce the bonding
and preferred structures of clusters is well-tested for large clusters.
For sub-nanometre size particles, where the possible structures
strongly vary as function of cluster size, and complex quantum ef-
fects play an important role in the structure formation, the simplic-
ity of the Gupta potential function does not guarantee a good cor-
relation with higher-level methods. In the current work, we consid-
er copper–silver clusters, which are known to exhibit limited s/d
mixing, and a small degree of charge transfer compared to gold-
containing clusters, and thus should be fairly well treated by the
Gupta potential.[8, 21] This potential is derived from the second
moment approximation to tight-binding theory, which aims to
model the hopping of electrons between atomic sites. The form of
the potential, given by Equations (1)–(4), show an attractive many-
body term related to the shared electronic density across multiple
metal atoms Uatt

i , and a repulsive pair term Urep
i , which are summed

over all sites to give the total energy Utot. The potential contains
five parameters A; q; p; z and r0, which are parameterised to empiri-
cal values for the cohesive energy, elastic constants, bulk modulus
and lattice spacing. The parameters q; p and r0 for mixed bonds
are derived from the arithmetic means of the homometallic values.
All parameters are as used in recent work,[42] which were originally
generated in Ref. [43] [Eq. (1)]:

Utot ¼
X

i
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i þ Uatt

i
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which is equivalent to Equation (2):
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where [Eq. (3)]:

qðrijÞ ¼ Ae¢p rij¢r0ð Þ=r0½ ¤ ð3Þ

and [Eq. (4)]:

�ðrijÞ ¼ e¢2q rij¢r0ð Þ=r0½ ¤ ð4Þ

The values used in this study are given in Table 1.

The result obtained with this parameterisation, which had been de-
signed for a bulk-like metallic system, is likely to differ from the
ab initio level result in the small-size regimes we are concerned
with in this study, and will be investigated in the following sec-
tions. For electronic structure calculations, plane-wave DFT is em-
ployed within the Quantum Espresso package,[44] with ultrasoft
Rappe–Rabe–Kaxiras–Joannopoulos (RRKJ) pseudopotentials,[45]

which contain eleven valence electrons per atom, and the Perdew–
Berke–Ernzerhof (PBE)[46] exchange–correlation functional. During
threshold algorithm simulations, the convergence criteria are rela-
tively tight, in order to ensure accurate local minimum structures.
During local minimisation, the total energy and forces are consid-
ered converged when they vary between cycles by less than
10¢3 Ry and 10¢4 Ry/a0, respectively. The Methfessel–Paxton[47]

smearing scheme is employed to improve the treatment of metal-
lic states, with a smearing width of 0.005 Ry.

Structure Prediction

An unbiased global optimisation of clusters in the gas phase is per-
formed at both Gupta and DFT levels of theory, using the Birming-
ham Cluster Genetic Algorithm (BCGA).[48, 49] At the Gupta level of
theory, standard GA parameters are employed, as described in
Ref. [48]. 100 random seeds are used to create initial geometries,
with each generation containing 40 individual clusters. Mating is
achieved through a weighted Deaven–Ho crossover method, and
mutation is performed by replacement of the selected cluster with
a randomly generated new cluster structure, with a probability of
0.1. For the DFT global optimisation, we reduced the population
size to ten clusters to improve computational efficiency. The
parent selection type (roulette), mating type (weighted, two-point
crossover) and generation convergence criteria (five consecutive
unchanged minimum energy clusters) were set to be identical be-
tween the two levels.

Threshold Algorithm

The lowest lying isomers produced in the BCGA optimisation step
are used as starting points for threshold analysis. The threshold al-
gorithm[31, 50] combines a Monte Carlo random walk in configura-
tion space below a predefined maximum energy value (threshold
or lid) with systematic quenches to low-lying states. In this way,
the energy landscape local to the starting minimum may be
mapped fairly exhaustively, whilst searching further afield for new
minima is also possible. In the current work, we use Cartesian dis-
placements in one direction for a single atom as the moveclass.
The step size is important from the point of view of efficiency. This
value is system specific, and is taken to be 0.1 æ for the current
work. The lid value is crucial to analysis of barrier structure. Lids
confine the walker to pockets of configuration space, or basins, al-
lowing the cluster to move between minima, crossing barriers of
energies no higher than the threshold. In this way, small lid values
allow us to exhaustively explore well-defined subsets of the land-
scape, producing locally ergodic regions. Larger values may be

Table 1. Parameters for the Gupta potential.

Element A q p z r0

Cu¢Cu 0.0894 2.430 10.55 1.2799 2.5560
Cu¢Ag 0.0980 2.805 10.70 1.2274 2.72405
Ag¢Ag 0.1031 3.180 10.85 1.1895 2.89210
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chosen to build up an arbitrarily accurate picture of the barrier
structure between minima.

2. Results

2.1. Gupta Potential Energy Landscape of Cu4Ag4

The 50:50 composition guarantees the maximal number of
possible permutational isomers, NH, which for a binary AB
system of N atoms is defined by Equation (5):

NH ¼
N!

NA!ðNB!Þ ð5Þ

NH is maximised in the case that NA ¼ NB, giving a maximum
of 70 non-degenerate homotops for each isomer of Cu4Ag4,
and so we may expect a rich energy landscape with two dis-
tinct energy scales, one relating to the barriers between struc-
tural isomers, the other relating to homotop exchange.

The genetic algorithm is able to find all low-lying isomers,
a selection of which are given in Figure 1. The global minimum
is found to be the dodecahedral-based structure, with copper
atoms occupying the innermost sites. The capped pentagonal
bipyramid is almost isoenergetic at + 0.056 eV, followed by
two forms of bicapped octahedra, at + 0.272 and + 0.280 eV,
denoted BcOh and FCC, respectively. It is notable that the dec-
ahedron structure can be converted into a further bicapped
octahedron by a small rearrangement in the bond angles and

bond lengths of the capping atoms. The next-lowest structure
is a tetrahedron-based structure at + 0.384 eV, which is tri-
capped, with the fourth “shell” atom occupying a m-2 bridging
site. This differs slightly from the well-known tetracapped tet-
rahedron, which is interestingly found to lie much higher in
energy at the Gupta level of theory, more than 1 eV above the
global minimum. The sixth isomer is a polytetrahedral chain at
+ 0.425 eV, which may be considered as three intertwined
chains, forming the basis of a Bernal spiral. This is an exotic
motif recently predicted for coinage metal clusters in the sub-
nanometre size range.[41] For clusters of twelve atoms and
above, the icosahedral motif begins to dominate the low-lying
structures, but for octamers, the structures, whilst similarly
compact, are predominantly constructed from smaller building
blocks—the tetrahedron, octahedron and pentagonal bipyra-
mid. There exist several low-lying homotops of each structure,
with energies intermediate between those of the structural
motifs, complicating the landscape as expected. For example,
there are three homotops of the global minimum at energies
lower than that of the first capped pentagonal bipyramid.

The preference of homotops that place silver on low coordi-
nation sites is strong, and is caused both by the lower surface
energy of silver, and also the higher cohesive energy of
copper, which is represented in the Gupta potential by the A
prefactor of the pairwise repulsive term. This parameter is
therefore consistent with the experimental cohesive energies,
which are 336 kJ mol¢1 and 284 kJ mol¢1 for copper and silver,
respectively.

The threshold algorithm is employed with the lowest six iso-
mers as starting structures. For each isomer, the following
threshold programme is employed: Eight lids, equally
spaced, from ¢18.56 eV (¢2.33 eVatom¢1) to ¢18.00 eV
(¢2.25 eVatom¢1) are set up, chosen to sample the range from
the global minimum to a reasonable energy for stable, sub-
optimal structures. For each lid, a simulation is performed in
which one walker makes 2:5  105 Monte Carlo steps. Every
103 steps, the walker makes five downhill quenches, which
consist of Metropolis MC walks with (T ¼ 0), in order to locate
low-lying minima. By allowing the walker to make stochastic
downhill steps, we allow the same holding point to access
multiple minima. In total, we generate 250 stationary points
per lid and explore the landscape bounded by an energy up
to 0.63 eV above that of the global minimum structure. This is
found to be sufficient to interconvert all of the major structural
motifs and to find several homotops for each.

Figure 2 shows the trajectory of a typical threshold run. We
note that the majority of steps are taken within a small energy
range below the maximum value. This is expected, due to the
shape of the basins. The number of states within a basin
grows approximately exponentially with increasing energy, so
higher energy states dominate configuration space. Quenches
are shown to converge tightly to minima, of which there are
many in a small energy range, which is typical for bimetallic
clusters. In some regions of the simulation, we observe that
the point in configuration space from which quenches begin is
a transition region, finding more than one minimum on local
optimisation by quenching.

Figure 1. The six lowest-energy geometric isomers found from Gupta poten-
tial global optimisation, showing compact structures. From (a) to (f), we
depict the dodecahedral (dodec), mono-capped pentagonal bipyramidal
(McPB), bicapped octahedral (BcOh), another isomer of the bicapped octahe-
dral (FCC), distorted tetracapped tetrahedron (TcTd), and polytetrahedral tet-
rahelix (helix) geometries.
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2.1.1. Tree Graph

Tree graphs allow for the visual representation of the energy
landscape, by projecting the connectivity of minima along
a 1D energy axis. The reduction of dimensionality allows for
the direct comparison of the energies of local minima and the
lowest-energy transition states that interconvert them, to build
a coarse-grained view of the energy landscape as a whole. For
the Cu4Ag4 cluster at the Gupta level of theory, this graph is
given in Figure 3, and is produced by considering the results
of the threshold run. As the lid energy increases beyond the
energetic barrier between a pair of minima, the walker may
access the basin region corresponding to the new minimum.

An upper-bound estimate of the transition state energy for the
particular interconversion is determined for each pair of
minima thus connected. In Figure 3, a tree graph representa-
tive of the conversion between each low-lying minimum and
the global minimum is shown for a set of lid energies ranging
between ¢2.33 and ¢2.25 eVatom¢1 (which corresponds to
a total energy range of 0.63 eV). Minima are grouped into
structural classes, including the dodec, TcTd, McPB, FCC, BcOh

and helix motifs found by global optimisation. It is observed
that in the energy range considered, no new structural motifs
become available. This implies that while it is not guaranteed
that there are no lower-lying minima that have higher barriers
to the putative global minimum, they will not be available
without a great energy input to perturb the system from the
global minimum (or other competitive minima). That other
motifs are not found with full global optimisation with the
BCGA also supports the conclusion that there are no such ad-
ditional structures in the low-energy range.

It is notable that the tree graph is dominated by two geo-
metries, the dodec and the McPB clusters, which make up
a large proportion of the total minima found, and additionally
are the lowest-energy pair of structures. This result suggests
that the two motifs make up a significant fraction of configura-
tion space in the low-energy range, and that many of the ho-
motops of the two structures are lower in energy than any ho-
motop of any other geometry. Therefore, the landscape is hier-
archical, with a separation of energy scales between the per-
mutational isomers of each structure, and the different struc-
tural motifs. It is not generally true however, that the
landscape which results is without frustration. In the case of
the McPB motifs, the barriers to convert to the GM (dodec) are
remarkably high, even for minima which are low in energy.
This frustration reduces the probability of interconverting
motifs, despite similarity in the final energy of the endpoints,
and leads to a dominance of the dodecahedral motif.

The higher-lying structural motifs are severely under-repre-
sented in the tree graph, with only one example of
the BcOh, TcTd and helix, and two homotops of the
FCC geometry in the energy range considered. There
are two causes for this under-representation. Firstly,
the basins which contain these minima occupy small-
er regions of configurational space, and are less fre-
quently sampled by the MC walker during the simu-
lation, which may be explored by analysis of the den-
sity of states (DOS). Secondly, the barriers to intercon-
version between these motifs and the global mini-
mum are high. Both explanations lead to the result
that these structures are unlikely to be observed, ac-
cording to the Gupta potential.

2.1.2. Probability Flow

Sampling the distribution of minima found on
quenching during threshold runs provides statistical
information on the rearrangements of the cluster. If
the sampling of the region R(L) available to the
walker for a given lid L is ergodic, it may be stated

that the occupation probabilities of the available minima are
proportional to their equilibrium values within this region, as
long as we are considering temperatures low enough to pre-
vent a walker from leaving the region on the observational
time scales of interest, tobs !tescðR; TÞ. The probability flows
measured for a given lid value provide insight into the speed
with which the equilibrium inside the pocket R(L) below the
energy lid can be established. We note that the maximal tem-

Figure 2. Schematic threshold trajectory profile for a simulation with GM at
¢18.63 eV, and a lid at ¢17.76 eV. The walker makes moves below the lid
(dashed line), and is periodically quenched (lower points).

Figure 3. Tree graph for the low-lying region of the Gupta Cu4Ag4 energy landscape. The
vertical axis depicts the binding energy per atom in units of eVatom¢1.
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perature TmaxðLÞ for which we can achieve equilibrium in the
pocket is to a certain extent correlated with the chosen lid
value. Similarly, by comparing the probablity flow between
minima at various lid values, we can observe how the flow
varies with lid energy, and thus draw conclusions regarding
the size of the entropic barriers between the minima inside
the pocket as function of temperature, as long as T < Tmax,
that is, as long as we stay within the pocket defined by the lid
L. As a consequence, the temperature not only restricts access
to new basins, and thus minima, but alters the probabilities of
the available transitions beyond the straightforward Arrhenius-
type effect.

Figure 4 shows the flow for the lowest-energy homotops of
the two more favourable structural motifs, the dodec and the

McPB clusters. The analysis is performed for two lid values,
¢2.27 eVatom¢1, which is the lowest lid that allows the inter-
conversion of these minima, and a higher energy,
¢2.25 eVatom¢1, which allows the rearrangement between the
GM and all of the isomers found in the study. The percentage
of quenches which lead to a particular minimum is given as
the number on the line connecting the pair of minima. Minima

are labelled by their total energy per atom, and coloured ac-
cording to the key in Figure 3. The total sum of probability
flow percentages equals 100 if the return probability to the
starting minimum is taken into account (given in the caption).

From the lower energy lid, it is notable that the dodec mini-
mum predominantly finds other dodec minima, and that there
is one dominant minimum, which is found in 52 % of quench-
es. This homotop is the first suboptimal minimum, and is also
the structure located with the lowest barrier of all minima. At
a lid of ¢2.27 eVatom¢1 it may be said that the two minima
belong to a locally ergodic region. In fact, the run which starts
at the GM structure quenches to this minimum more frequent-
ly than returning to the starting structure, which is found in
18.4 % of quenches. The McPB minimum, at ¢2.322 eVatom¢1

escapes its basin much less frequently, suggesting barriers to
other structures are higher for this minimum than the global
minimum. Interestingly, the two minima do not interconvert
directly. From either starting point, none of the quenches
along the threshold run trajectories reached the other end-
point. This result is at variance with that of the tree graph,
which shows it is energetically possible to interconvert this
pair at ¢2.27 eVatom¢1. The dynamic view of the probability
flow shows that while there is a transition region below the lid
that allows the rearrangement, the pathway is difficult to tra-
verse. This is likely to be due to a narrow path through config-
urational space with few states, and thus a low statistical
weight, and is an example of a configurational entropic barrier,
whereby the energy required to interconvert minima, in prac-
tice, is higher than the minimum energy defined by the transi-
tion region. There are minima which are reached by both start-
ing structures, which in the case of the low-energy lid are both
McPB structures. From both endpoints, the flow is very small,
and so these intermediate McPB structures do not provide
good alternative routes to interconvert the endpoint
structures.

For the higher-energy lid, it is possible to reach a large
number of additional minima from either endpoint, and so the
flow diagram contains many more minima. It may qualitatively
be stated that the sampling of the low-lying regions of the
landscape are considerably more ergodically sampled for a lid
of ¢2.25 eVatom¢1 than ¢2.27 eVatom¢1. Further, it is notable
that almost all minima which may be reached are found by
both starting structures. This means that indirect conversion,
whilst low in frequency for most paths, combines to produce
many routes between the endpoints, with a high overall statis-
tical weight. Furthermore, there is a route to direct rearrange-
ment, as observed for the pathway with frequency 5.6 % from
¢2.329 eVatom¢1 (dodec GM) to ¢2.322 eVatom¢1 (lowest
McPB). Remarkably, there is no direct reverse route, which im-
plies that there is a large entropic barrier for the backward re-
arrangement. That this occurs, suggests the dynamics of the
McPB basin is dominated by other structures, and few routes
lead to the GM. The ergodicity of most paths is evident from
the reduced bias of either starting structure to motifs of its
own kind, and from the reduction in self-quenching. The GM is
trapped in its own basin for only 8.2 % of quenches, as com-
pared with 18.4 % for the lower lid.

Figure 4. Probability flow between the lowest-energy homotops of dodec
(¢2.329 eVatom¢1) and McPB (¢2.322 eVatom¢1), at lids of
a) ¢2.27 eVatom¢1 and b) ¢2.25 eVatom¢1. The minima are coloured consis-
tently with the key in Figure 3, and the percentages for the transition are
shown along the lines which interconnect minima. Return probabilities are
for the dodec 18.4 % and 8.2 %, and for the McPb are 86.4 % and 31.2 % for
the lower and higher lids, respectively.
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2.1.3. Density of States

The density of configurational states is defined by Equation (6):

nðEÞ ¼
X

E

gðEÞdE ð6Þ

where dE is a small energy interval, or equivalently, the width
of the energy bin over which we sample states, gðEÞ is the
local density of states which results from sampling the local
landscape with that bin size, and nðEÞ is the total number of
configurational states from summation over the range of E
bounded from below by the energy of the local mimimum,
and from above by the energy of the lid. By sampling every
step during the simulation, we gather density of states profiles
for 2.5 105 steps per lid. The growth of the density of states
with lid energy is then calculated by connecting the local DOS
gathered for each lid and renormalising.

As the growth rates are calculated for each lid and connect-
ed, the profile for the density of states available from a given
starting minimum can be produced. The profiles from each in-
dividual starting mininum share a common gradient when the
basins that contain the minima have merged, providing an ad-
ditional statistical definition of the interconversion barriers.

In Figure 5, we observe that for the low-lying structural
motifs of the Gupta landscape, there is a separation of gðEÞ be-
tween the dodec and McPB structures, and the other, higher-
lying motifs. The total basin volume in configurational space,
as approximated by the DOS, is considerably larger for McPB
than for other structures. It is unremarkable that the basins for
FCC and BcOh minima are very similar, both in growth rate
with energy and total number of states, as they are quite simi-
lar structures, interconverted by single migrations of atoms.
However, it is of note that the helical cluster, which is structur-
ally distinct from all other low-energy minima, has a similar
DOS growth profile to BcOh and FCC. This cluster has consider-
ably lower symmetry, and is based on face-sharing tetrahedral
subunits, rather than the octahedron, and so it is not necessary
that the classes should share statistical similarities. The helix,

FCC and BcOh motifs all join the superbasin of the dodec/
McPB at approximately equal energies, below ¢2.27 eVatom¢1,
which is in agreement with the results from the connectivity
analysis. This implies not only that the growth of their basins is
marginal, as given by the slope of their profiles, but that these
minima belong to basins of small total volume. By contrast,
the growth rates are much higher for McPB and dodec struc-
tures and, owing to their lower energies, have basins that
grow to large total volumes before merging with the higher-
lying minima. It is interesting that the McPB motif has a higher
rate of DOS growth than the dodec, such that the total
volume of the basin will be larger, and the total DOS exhibits
a crossing at 0.007 eVatom¢1 (56 meV) above the GM energy.
This results in an additional frustration effect whereby the
lowest-energy structure is not statistically the most likely to be
found through a quench from a random starting geometry
and the high barrier to interconversion between McPB and
dodec motifs further reinforces this trapping.

The structure of the landscape may be considered to consist
of two large basins corresponding to McPB, and several small
basins which connect to the large dodec/McPB superbasin at
similar energies.

2.2. DFT Landscape of Cu4Ag4

Global optimisation at the DFT level produces a set of low-
lying structures with some similarity to those found with the
Gupta potential, although the ordering of energies varies be-
tween methods, as shown in Figure 6. Most strikingly, the tet-
racapped tetrahedron is found to be the global minimum at
the DFT level, whereas the equivalent member of that class is
more than 1 eV higher than the GM at the Gupta level. This ge-
ometry is optimal at the DFT level due to the stronger effect
of surface energy and size differences between copper and
silver from the DFT calculations, whilst charge transfer from
copper to silver, an effect which is absent from the semi-empir-
ical potential also plays some role in favouring the capping of
copper by silver, as explained in Ref. [8] . The dodec, McPB and
BcOh motifs are again found to be fairly low-lying, at binding
energies relative to their global minima of + 0.200 eV
(+ 0.025 eVatom¢1), + 0.400 eV (+ 0.05 eVatom¢1) and
+ 0.432 eV (+ 0.054 eVatom¢1) respectively. The preferred ho-
motop is identical between levels of theory for all three of
these structures, although the bond lengths are noticeably
changed.

There are additional structures which are not present in the
Gupta simulation, including a buckled pentagonal-based struc-
ture, the lowest-energy variant of which lies at + 0.160 eV
(+ 0.02 eVatom¢1), and a capped trigonal prismatic structure at
+ 0.328 eV (+ 0.041 eVatom¢1). These forms are more open
than the previously found geometries, and represent a class
which become dramatically stabilised at DFT level relative to
the empirical potential. The Gupta potential is known to over-
estimate the strength of metal¢metal bonding, such that com-
pact structures are too greatly preferred. The result is that
structures with more severe undercoordination and pseudo-
planar geometries become stabilised by DFT. It is notable that

Figure 5. DOS profiles of low-lying Gupta minima showing the growth with
energy.
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even for a system where the global minimum is a compact,
three dimensional structure, there are several energetically
low-lying open isomers that the empirical potential cannot re-
produce. Figure 7 displays the graph of minima which are con-
nected by a single transition state to the TcTd global mini-
mum, with a scale of cohesive energy (in eVatom¢1), deter-
mined with respect to the reference of neutral atoms, which is
analogous to the binding energy
for the clusters calculated with
the Gupta potential. The graph
shows a maximum transition
state barrier of ¢0.24 eVatom¢1,
which is 2.4 eV (0.3 eVatom¢1)
above the GM. Within this range,
there is a more even distribution
of minima than found for Gupta,
with several homotops found for
all six of the structural classes.
Furthermore, it is striking that
while the differences in total
energy between minima are sim-
ilar for the two levels of theory,
the barriers for the DFT rear-
rangements are significantly
higher. Very few minima are in-
terconverted until the barrier

height reaches ¢0.29 eVatom¢1 (GM + 2.08 eV), at which point
many new basins become accessible. Higher barriers to rear-
rangement between similar structural motifs were observed in
a previous threshold algorithm study for MgF2 clusters,[40] with
DFT (B3LYP functional) and a Coulomb-plus-Buckingham-type
potential. The necessity to attain high energies in order to in-
crease the variety of potential minima suggests that frustration
is even greater in the case of the DFT energy landscape. It is in-
teresting to note that there are a large number of distinct
minima, belonging to several structural classes that are essen-
tially degenerate, between ¢0.49 eVatom¢1 (GM + 0.4 eV) and
¢0.39 eVatom¢1 (GM + 0.5 eV), despite the varying barrier
heights which allow access to them.

3. Discussion

The various statistical analyses applied to the clusters allow for
a semi-quantitative view of the energy landscape to emerge,
in which the hierarchy of energy scales, the frustration inher-
ent in the topology of the surface and particular information,
for each basin, about the growth and shape of the basin are
available. From the tree graph, the probability flows and the
DOS profiles, this information is combined, and it is observed
that the results are complementary. The energies at which the
various basins merge with that of the global minimum is con-
sistent from the tree graph and the DOS curves, while the
latter additionally provide information on the size of the
basins. It is interesting to note that there is not a strong corre-
lation between the growth rate of the basin with energy and
the energy of the minimum. While the lowest two minima cor-
respond to the largest basins with highest growth rates, the
GM has a lower growth rate than the first suboptimal struc-
ture, and the BcOh, FCC and helical clusters, which differ in
minimum energy by 0.15 eV (0.019 eVatom¢1), have essentially
equivalent growth rates and densities of states. The total
volume of the basins that contain the high-energy minima are
however smaller than the lower-energy basins, as to a reasona-
ble approximation, the height of the barrier corresponds to

Figure 6. The lowest-energy geometric isomers as found from DFT global
optimisation, showing compact structures. From (a) to (f), we depict the tet-
racapped tetrahedron (TcTd), the buckled pseudo-planar bicapped (doubly
bridged) pentagon, the dodecahedral-based (dodec) which has now rear-
ranged sufficiently to be better described as an additional bicapped octahe-
dron isomer, the monocapped trigonal prism or capped non-helical polyte-
trahedron (McTP), the capped pentagonal bipyramid (McPB) and the bicap-
ped octahedron (BcOh) geometries.

Figure 7. Tree graph for minima directly connected to the global minimum at the DFT level. The vertical axis de-
picts the cohesive energy per atom in units of eVatom¢1.
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the depth of the minimum. While clearly not general, similar
observations have been made in studies of energy landscapes
that exhibit a certain degree of self-similarity,[51] and, with
some exceptions for McPB structures, it is found for the Gupta
Cu4Ag4 cluster. Such a barrier structure implies that, on aver-
age, high-lying minima are converted into low-lying ones with
relatively low activation energy costs, if the transition begins at
the high-lying structure. As a result, the basin which contains
the less stable structure does not reach a large volume before
connecting with that of the more favourable structure. Still,
one should keep in mind that the higher-lying minimum can
be stabilised by entropic barriers;[38] such an entropic stabilisa-
tion can even result in differing growth laws of the sampled
local densities of states at energies above the minimal energy
barrier separating the two minima.[37]

Application of the threshold method to clusters at the DFT
level allows for comparison with the Gupta potential. The
Cu4Ag4 cluster was selected due to its known preference for
compact, pseudo-spherical structures, as noted in DFT studies,
and from experimental work on both Ag8 and Cu8, for which
both clusters are three-dimensional. By maximising the
number of homotops, the study is complicated, and allows for
comparison of chemical ordering preference between the two
levels of theory. While there is overlap between the structures
found to be energetically competitive with the GM for both
calculations, it is interesting to note that the Gupta potential
gives a different GM, and that the GM at the DFT level is un-
competitive at the Gupta level. The homotop preference is in
exact agreement for those structures which are present in
both simulations, and so the potential may have utility in pre-
dicting chemical order, but there are large classes of structures
that do not appear in the Gupta analysis. Polytetrahedral (non-
helical), buckled planar and intersecting planar motifs are
found on the DFT landscape, some of which are directly com-
petitive with the global minimum. It is observed that the cost
of undercoordination is less severe for the DFT structures than
for Gupta clusters, as several motifs exhibit silver atoms in sites
which bridge two atoms. Such structures were not found, even
after much higher barriers were allowed in Gupta simulations,
implying an inability for the potential to stabilise such forms,
rather than an incomplete exploration of the landscape. These
various, low-symmetry motifs are not often reported in DFT
studies of CuAg clusters, and underline the importance of
a truly unbiased global exploration of the energy landscape.
Furthermore, the need to extend the analysis to high activa-
tion barriers is great for the DFT clusters, as the landscape ex-
hibits a large degree of frustration. This frustration is signifi-
cantly more severe than for the Gupta case, and implies
a rougher surface that is more difficult to explore. The result is
that while there are many low-lying motifs, several of which
are competitive with the GM, and many of which are essential-
ly energetically degenerate with each other, when the cluster
finds the TcTd motif, it cannot escape the high transition barri-
ers to find other minima and becomes both energetically and
entropically trapped.

4. Conclusions

The energy landscape of a prototypical coinage metal bimetal-
lic cluster has been investigated at Gupta and DFT levels of
theory. Several statistical tools have been utilised to map the
landscape, providing independent and cooperative information
which suggests a frustrated system, with distinct energetic hi-
erarchy between homotops and structural motifs at the empiri-
cal potential level. The comparison of energetics of minima
and transition states between the potential and DFT suggests
that while there exists a reasonable degree of overlap between
structural classes, the Gupta potential destabilises open,
under-coordinated minimum structures which are found to be
particularly stable with DFT. The competition between these
open minima is close at the DFT level, suggesting that the
dominance of 3D structures in previous studies of this cluster
is due primarily to the frustration of the landscape, rather than
the energetics of the local minima. We propose that global
studies of the underlying landscape at the electronic structure
level are vital for a complete understanding of even such
simple metal cluster systems.
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