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Abstract

With the advent of spintronics, significant research effort is made to realize efficient injection, transport, manipulation, and detection of spin. The material platforms and device architectures suitable for this purpose have steadily evolved towards novel materials whose properties are governed by spin-orbit (SO) coupling. Three-dimensional topological insulators (3D TIs) are a class of Dirac materials, which possess two-dimensional (2D) spin-polarized helical surface states due to their strong SO coupling. This property makes them an exciting material platform that offers research possibilities in several directions, specifically (i) to gain a deeper understanding of the electronic properties of massless Dirac fermions hosted by the surface states; (ii) to exploit the spin-momentum locking of the surface states towards efficient spin-charge conversion; and (iii) to investigate the interplay of the surface states with magnetic materials, superconductors, and 2D materials that could lead to the discovery of new surface and interface phenomena with exciting technological prospects.

The main challenge in the field of 3D TIs is posed by the difficulty to selectively access the surface states in electrical transport experiments. This issue arises from the intrinsic doping of the bulk, which leads to a sizable contribution of the bulk states to the conductivity. Furthermore, while they are prospective as efficient spin current generators, the efficiency of the electrical detection of spin currents is limited due to pronounced spin relaxation and dephasing. This motivates the realization of 3D TIs with improved properties in order to address the bulk conductance issue and to engineer 3D TI-2D material heterostructures, whose interfaces would enable efficient spin-charge manipulation.

The present thesis aims at the characterization of various Dirac materials by magnetotransport experiments at low temperatures, as well as the nanofabrication and investigation of spintronic devices based on 3D TIs. In the first experimental part, the electronic properties of four different 3D TIs are investigated – antimony telluride (Sb$_2$Te$_3$) and bismuth telluride selenide (Bi$_2$Te$_2$Se), which are grown in a vapor-solid process, zirconium pentatelluride (ZrTe$_5$), grown as single crystals in a Czochralski process, and finally the naturally occurring mineral Aleksite (PbBi$_2$Te$_2$S$_2$).

In the second part, Bi$_2$Te$_2$Se is chosen for the fabrication of lateral spin valve devices, in which electrical detection of charge current-induced spin polarization due to the spin-momentum locking of the 2D TI surface states is demonstrated. Spin transport measurements are performed for devices with different coupling strength between the ferromagnetic current detector and the TI transport channel. Subsequently, the spin transport is investigated for the first time in the presence of a hBN tunnel barrier. An inversion of the spin signal is observed,
which depends on the resistance of the hBN/FM/TI interface.

The third experimental part addresses the spin generation properties of Bi$_2$Te$_2$Se in a van der Waals TI/graphene heterostructure, in which the TI acts as a spin injector, while the injected spin propagates within the graphene channel underneath and is detected non-locally by a ferromagnetic electrode on top of the graphene. This is a first-time demonstration of spin injection and detection in a heterostructure, which combines the best properties of two Dirac materials, determined by the presence of SO coupling in the TI and the lack thereof in graphene. These results are examples of emergent phenomena on 2D surfaces and interfaces, which could be further investigated in vertical and lateral heterostructures utilizing the spin Hall, Rashba, or Edelstein effect for efficient spin-charge conversion towards all-spin-based information technology.
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Zusammenfassung


Die vorliegende Dissertation beschäftigt sich mit der Charakterisierung verschiedener Dirac-Materialien in Tieftemperatur-Magnetotransport-Experimenten sowie mit der Nanofabrikation und Untersuchung von Spintronik-Bauelementen, die auf 3D TI basieren. Im ersten Teil werden die elektronischen Eigenschaften von vier unterschiedlichen 3D TI untersucht: Antimontellurid (Sb₂Te₃) und Bismuttelluridselenid (Bi₂Te₂Se), die in einem chemischen Gasphasenabscheidungsprozess hergestellt werden; Zirkoniumpentatellurid (ZrTe₅), das als Einkristall im Czochralski-Verfahren hergestellt wird und schließlich das natürliche Mineral Aleksit (PbBi₂Te₂S₂).
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Introduction

Technological advance is essential to modern society and the inevitable challenges it poses to the scientific community stimulate a plethora of research directions in fundamental and applied physics. Interdisciplinary research combining physics, materials science, and chemistry plays a major role towards achieving higher performance information storage devices and overcoming the limitations of downscaling. As proposed by Moore in 1965 [1], the exponential increase of the number of transistor on integrated circuits is accompanied by improved computing efficiency and higher memory density leading to increased storage capacity for minimized production and storage costs. Data processing is built upon the concept of binary bits, which encode information. Thus, computational power depends on the number of transistors having an "on" and "off" state, i.e., representing the bits "1" or "0". While the first Intel processor fabricated in 1971 contained 2300 transistors, in modern processors this number exceeds staggering 7 billion transistors. Downscaling of electronic devices, which has contributed to tremendous technological progress, has reached the limits of classical physics. Thus, as devices become smaller, the realm of quantum physics becomes increasingly important in the playground of innovation.

Gate leakage, high current densities, and heat dissipation lead to decreased device performance and energy loss. In order to address these issues, fundamental physics research aims to utilize an additional degree of freedom provided by the electron’s spin and utilize the quantum effects associated with it, which has given rise to the vast field of spintronics. A holy grail of spintronics is the realization of a quantum computer, in which the classical binary bits are replaced by the two possible states of the spin – "up" and "down" – and importantly, as governed by the laws of quantum mechanics, a linear superposition of the two. The resulting "qubits" would unfold unprecedented computational power on the order of trillions of floating
Chapter 1. Introduction

point operations per second due to their inherent ability to perform computational tasks in parallel, while a conventional computer does one at a time.

The long way towards the implementation of quantum computation was initiated by the attempt to understand and control the electron's spin in solid state devices. The idea of spin transport refers not only to spin-polarized charge current, but also to pure spin current, which can be generated in a material and can propagate independently from charge. On this basis, modern spintronics research aims at: (i) engineering of materials with improved properties, which can generate and host spin currents by providing high spin polarization and long spin coherence times; (ii) achieving efficient charge-spin conversion via utilizing quantum phenomena such as spin transfer torques, or the spin Hall and Edelstein effect; (iii) developing and optimizing all-electric techniques to create and manipulate spin accumulation. Achieving progress in these directions can revolutionize current technologies towards all-spin-based information processing (Fig. 1.1).

![Figure 1.1 – Charge and spin currents in a spintronic device. Schematic representation of a spintronic device with the four fundamental concepts of spintronics, namely spin generation (spin filtering, spin pumping, spin Hall effect (SHE), Edelstein effect (EE), manipulation (spin transfer torque (STT), Hanle precession, optical orientation), transport (spin coherence lengths, spin lifetime, spin scattering), and detection (optical detection, ferromagnetism (FM), inverse spin Hall effect (ISHE), inverse Edelstein effect (IEE). Additionally, two measurement configurations are illustrated, namely the lateral spin valve and non-local H-bar together with several available techniques and material parameters for achieving efficient spin control.](image)

Historically, the dawn of classical spintronics research was marked by the experimental realization of metallic heterostructures, composed of ferromagnetic/non-magnetic and ferromagnetic/insulating layers, in which the control over the direction of magnetization of the
ferromagnet gives rise to spin-dependent transport based on the giant magnetoresistance (GMR) [2] [3], or the tunnel magnetoresistance (TMR) [4] effect, respectively. The latter constitutes the operation principle of the magnetoresistive random access memory (MRAM), which consists of magnetic tunnel junctions (MTJ) arrays, wherein each MTJ serves as a bit whose resistance state encodes a "0" or a "1". Subsequently, Johnson and Silsbee [5] demonstrated the first metallic spin valve device, in which spin-polarized current is injected from a ferromagnetic (FM) into a non-magnetic (NM) material, where it persists up to a material-dependent diffusion length. A diffusion theory of spin-dependent conduction has been proposed by Fert and Valet [6] in order to elucidate the spin transport in FM–NM metallic devices.

Recently, further progress has been achieved in non-volatile memory storage by exploiting an effect called spin-transfer torque [7] [8] [9], which involves the reorientation of the magnetization direction of a thin ferromagnetic layer by angular momentum transfer from a flowing spin-polarized current. In a GMR metallic structure, the magnetic state of a FM layer can be switched by this torque back and forth, depending on the polarity of the applied current. The magnetic state and thus the resistance of the junction can be manipulated by an entirely electrical means with GHz fast magnetization dynamics, which renders an efficient memory unit.

Figure 1.2 – 2D surface states in spintronics. 3D topological insulators and graphene host 2D surface states, which posses spin generation and spin conservation properties, respectively, and can be used in spintronic devices.

Beyond the realization of all-metallic spintronics devices, more efficient spin injection and much higher spin diffusion lengths have been attained with semiconductors (SC), whose
carrier concentration can be tuned via electrostatic gating or doping, and which are furthermore compatible with state-of-the-art complementary metal-oxide-semiconductor (CMOS) technology. Electrical injection of spin-polarized current into GaAs [10] and Si [11] [12] has been demonstrated, where the spin injection efficiency depends sensitively on the properties of the FM-SC interface. Large spin accumulation, as probed by Hanle precession measurements, has been observed at room temperature and a spin life time dependence on the charge carrier density established. The combined capability to inject, manipulate and detect spin polarization in semiconductors is a promising milestone towards utilizing spin for practical applications.

A major research attempt to find novel materials, which hold the potential to complement or even replace semiconductor technology, has been directed towards two-dimensional (2D) materials, motivated by the experimental discovery of graphene in 2004 by Geim and Novoselov [13]. Due to its extraordinary electronic and structural properties, graphene has been actively investigated as a rich experimental platform not only from a fundamental science point of view, but also with the realistic aim of industrial applications and commercialization. Following the rise of graphene, a plethora of 2D materials [14] [15] has emerged in the recent years, such as transition metal dichalcogenides (TMDs), phosphorene, hexagonal boron nitride (hBN), and complex oxides, whose electronic, magnetic, optical and mechanical properties make them promising candidates for applications in novel electronic and spintronic devices.

The 2016 Nobel prize in physics has been awarded to Haldane, Thouless and Kosterlitz for their pioneering theoretical work on topological phase transitions and topological phases of matter. Topology has first entered the world of solid state physics in the early 1970s in order to shed light onto phase transitions in 2D surfaces and more specifically onto the formation and behavior of spin vortices that can be described by topological order. About a decade later, the quantum Hall effect discovered by Klaus von Klitzing [16] was viewed within the framework of non-trivial topological states and the term "topological protection" has emerged to explain the precise quantization of the Hall resistance [17]. Systems characterized by a non-trivial topological invariant have been first theoretically predicted in 2005 [18] and then actively investigated, after Hsieh et al. [19] confirmed experimentally in photoemission spectroscopy experiments the existence of 2D surface states in three-dimensional (3D) topological insulators (TIs) in 2009. What distinguishes a TI from a trivial band insulator is the presence of electronic states connecting the bulk bands while crossing inside the bulk band gap. What makes these states topologically non-trivial and the
charge and spin transport in them "topologically" protected, is their helicity, i.e., they have a linear dispersion relation, called a Dirac cone, on which each momentum vector is associated with a spin locked perpendicularly to it in the surface plane. This spin-momentum locking results in spin-polarized helical states, in which backscattering not involving a spin-flip is prohibited. The emergence of the 2D surface states in 3D TIs is a direct consequence of band inversion caused by strong spin-orbit (SO) coupling in these heavy atom materials. On this basis, it is expected that a TI can act as an efficient spin generator, in contrast to graphene, whose low SO coupling makes it an efficient spin transport material [20]. TI-based spin current generation can be achieved electrically due to the spin-momentum locking (Fig. 1.2).

The present thesis aims to explore the magnetotransport properties of different 3D TIs, in order to characterize the surface state contribution to the electronic transport. Furthermore, it aims at demonstrating the suitability of 3D TIs as spin generators in spintronics devices based on either a single TI material, or a heterostructure comprising a TI/graphene interface. The thesis is organized as follows:

Chapter 2 provides a brief overview of 3D TIs and the fundamental physics underlying their electronic and spin properties, and highlights state-of-the-art experimental studies of related magnetotransport phenomena and applications in spintronics.

Chapter 3 outlines the experimental methods employed in this work and provides details on TI device fabrication, measurement techniques and geometries.

Chapter 4 presents the results of the magnetotransport experiments on four different Dirac materials, namely the natural 3D TI PbBi$_2$Te$_2$S$_2$, the Dirac semimetal ZrTe$_5$, and the CVD-grown 3D TIs Sb$_2$Te$_3$ and Bi$_2$Te$_2$Se.

Chapter 5 describes the nanofabrication and the characterization of spintronic devices, based on the 3D TI compound Bi$_2$Te$_2$Se. Two types of lateral Bi$_2$Te$_2$Se-based spin valve (LSV) devices are investigated, specifically with strongly coupled Cobalt contacts and with hexagonal boron nitride (hBN)/Cobalt tunneling contacts, respectively.

Chapter 6 deals with the fabrication and spin transport in a TI/graphene heterostructure, in which spin-polarized current generated in the TI is transferred via the epitaxial interface to the graphene channel, where it is detected using both a LSV and a Hanle configuration.

Chapter 7 concludes this thesis with a short summary of results and provides an outline of possible future experiments.
2 Theory of electronic and spin transport in topological insulators

2.1 Theoretical background of topological insulators

The significance of topology in the field of solid state physics was realized with the discovery of the quantum Hall effect in 1980 by Klaus v. Klitzing [16] and its subsequent interpretation within the scope of topological invariants by Thouless, Kohmoto, Nightingale, and den Nijs [17]. Almost 25 years later, Kane and Mele postulated a theory regarding a new kind of band insulator with non-trivial topology, while theoretically investigating a model graphene system in the presence of SO coupling [21]. This new topological phase was found to have novel electronic properties, which are protected due to symmetry considerations. The term "topological insulator" first emerged in 2007 [22] in order to describe a new quantum phase of matter, in which an insulating bulk coexists with conductive edge or surface states that are robust and protected by time reversal symmetry (TRS). The following is a brief introduction to the concept of topological materials and their electronic properties.

2.1.1 From the insulating state to a new quantum state of matter

Band theory of solids In order to understand and classify solids, one has to describe the properties of electrons interacting with a crystal lattice [23]. The free electron model is modified in order to account for the influence of the periodic crystal potential on the electron motion and describe the electronic properties of metals, semiconductors, and insulators. For electrons in a crystal lattice, the solutions of the Schrödinger equation are given by the periodic Bloch functions with the important consequence that electrons in solids are allowed to occupy certain energy bands, while not being allowed to possess energy in forbidden regions, called
band gaps. The nearly-free electron model yields the dispersion of energy bands in reciprocal \( k \)-space, such that the electronic structure of a given material can be described within the Brillouin zone, i.e., within one period of the reciprocal lattice in \( k \)-space, centered around \( k = 0 \). In the presence of an energy band gap, the conduction properties are determined by the occupation of the valence and the conduction bands and the position of the Fermi energy \( E_F \). **Fig. 2.1a** illustrates \( E_F \) located inside the band gap, in which case either insulating or semiconducting behavior occurs, depending on the size of the gap. Metallic behavior occurs when \( E_F \) lies within a bulk band and separates the highest occupied and the lowest unoccupied energy state (**Fig. 2.1b**).

Apart from the obvious technological applications of insulating materials, their electronic properties are trivial. It turns out, however, that under special circumstances exciting physics can occur in the band gap due to the emergence of stable gap states with quite fascinating properties.

**Figure 2.1 – Schematic band dispersion within the Brillouin zone based on the band theory of solids. a) Band structure of an insulator with the Fermi energy lying in the band gap and a completely filled valence band. b) Band structure with a filled valence band and a partially filled conduction band, i.e. \( E_F \) is located inside the conduction band, corresponding to metallic behavior.**

**The quantum Hall effect (QHE)** A prominent example is the case of a 2D electron gas (2DEG) with an external magnetic field applied normal to the substrate plane, as schematically depicted in **Fig. 2.2a**. Naturally, the electrons start precessing around it with the cyclotron frequency, \( w_c = \frac{eB}{m^*} \), which gives rise to discrete energy levels, called Landau levels, given by \( E_n = \frac{\hbar w_c}{e}(n + \frac{1}{2}) \). These levels are populated by electrons and can be filled or depleted as a function of the magnetic field’s strength, such that similar to the insulating state, there are filled and empty states, separated by energy gaps (**Fig. 2.2c,d**). If the 2DEG is patterned into a
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Hall bar geometry and a current $I_{xx}$ is applied, the resulting voltage drop is measured in both the longitudinal ($V_{xx}$) and transverse direction ($V_{xy}$). The associated Hall resistance $R_{xy}$, plotted as a function of magnetic field, exhibits staircase-like plateaus, which are quantized in steps of $\frac{h}{Ne^2}$, where $N$ is an integer and $\frac{h}{e^2} = 25.8128 \, \text{kΩ}$ represents the resistance quantum. The plateaus in the Hall resistance correspond to regions of zero longitudinal resistance occurring when the Fermi energy is located in a density of states minimum between two Landau levels (Fig. 2.2b).

The QHE is an unprecedented example for a quantum state which exhibits no symmetry breaking and does not depend on the sample's properties, such as type of 2D material or its geometry. The quantization of the Hall resistance and the emergence of chiral edge states carrying dissipationless current, i.e., states which allow a single direction of charge carrier propagation, can be explained in terms of topology. In a thought experiment by Laughlin in 1981 [24], the QHE is interpreted within the scheme of a quantum pump. The 2DEG system assumes the form of a loop and the external magnetic field threads it perpendicularly, as schematically depicted in Fig. 2.3a. Charge transfer takes place between two electrodes connecting both edges of the loop when the magnetic flux penetrating the loop changes by a flux quantum (as a consequence of Farraday’s principle). Each flux quantum increase defines one pump cycle, in which the transferred charge is equivalent to the quantized Hall conductance.

In order to explain why the charge transferred in one pump cycle is an integer multiple of the elementary charge, or alternatively why the Hall conductance is quantized in integer steps, one has to introduce the concept of topological invariants, also known as Chern numbers.

**Berry phase and Chern numbers** The charge transfer in Laughlin's pump is quantized due to gauge invariance, i.e., each consequent cycle maps the quantum state of the pump onto itself and an integer number of electrons are transferred. By contrast, mapping a quantum system onto itself is associated with gaining a phase, known as Berry phase [25]. This phase is related to the notion of parallel transport on a sphere, as schematically shown in Fig. 2.3b. The vector moving parallel to itself on a closed path points at a different direction when it arrives back at the starting point, i.e, there is always an angular mismatch due to curvature when a closed path is transversed. The link between curvature and topological numbers is provided by the Gauss-Bonet formula: $\frac{1}{2\pi} \int_S K \, dA = 2(1 - g)$, where the left-hand side is the angular mismatch integrated over the whole surface, $K$ is the curvature and $dA$ represents the transversed closed path. This integral is related to the topology of the surface on the
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Figure 2.2 – The Quantum Hall effect and 1D edge states. a) 2DEG patterned in Hall bar geometry, where current is applied between the source and drain electrodes in the presence of externally applied magnetic field normal to the surface. b) The longitudinal ($R_{xx}$) and the transversal ($R_{xy}$) resistance measured as a function of magnetic field. The edge states give rise to the quantization of $R_{xy}$, while $R_{xx}$ exhibits oscillating behavior. c) The electron motion in external magnetic field gives rise to discrete Landau levels in the density of states. The plateaus of $R_{xy}$ correspond to a $E_F$ located between two Landau levels. d) Bulk insulating behavior originates from the $E_F$ being located between two Landau levels, while at the edges, it is pinned to a conductive channel giving rise to the Hall plateaus.

right-hand side of the equation, where the integer $g$ corresponds to the number of holes the surface has (for instance, a sphere has zero holes, therefore $g = 0$; a torus has one hole, i.e., $g = 1$). From a geometrical point of view, as long as the curvature is only smoothly deformed without introducing a further hole into the surface, i.e., without changing $g$, the system does not change topologically (Fig. 2.3c). Since the conductance of a quantum Hall system can also be thought of in terms of curvature, the above formula also applies to the eigenstates of its Hamiltonian and the value of the integral is the Chern number $n \in \mathbb{Z}$, where $\mathbb{Z}$ denotes the set of all integers. Since the Chern number is an integer, it cannot change continuously with small variations of the Hamiltonian, which makes it topologically invariant. According to the adiabatic theorem, this means that when the system is placed in a non-degenerate eigenstate and the Hamiltonian parameters are varied slowly, the system would remain in this state. For
larger variation, however, the system's state may cross over to a next eigenstate and create a level crossing, where the two eigenstates are degenerate. This causes the local curvature to diverge and the Chern number to be no longer defined. Thus, it is only possible to change it in a step-like manner when the system is at such a level crossing and in this manner, the exact quantization of the Hall conductance becomes evident.

![Figure 2.3 – A topological perspective. a) Laughlin's gauge argument relating the quantum Hall conductance to an electron pump thought experiment, in which a quantized number of electrons are transported during each pump cycle from source to drain connecting the two edges of the loop. b) Parallel transport on a sphere - after completing a full closed cycle, the difference between the initial and final direction of the vector corresponds to the gained Berry phase (here 90°). c) Topologically distinct systems defined by the number of holes *g* in the surface, i.e., by discontinuous deformation of the system's Hamiltonian.]

### 2.1.2 Band gap states and topological protection

**$Z_2$ topological insulator** The QHE is the most prominent example for the existence of chiral edge states at the boundary of two topologically distinct systems. In order for such a state to occur, the topological invariant needs to change, which corresponds to closing the energy gap, or "bridging" the two bulk bands with an edge state (Fig. 2.4a). Since such states only exist at the edges, they are dissipationless, as there are no available states to allow for backscattering. In this sense, the edge states are topologically protected.

So far, it has been shown that a topological invariant of the Bloch bands can only change when the energy gap closes and reopens. Topologically non-trivial systems with broken time-reversal symmetry (TRS) are classified by a non-zero integer Chern number and possess gapless chiral edge states. SO coupling, however, gives rise to another class of topologically distinct insulators with preserved TRS. The shape of the edge state dispersion within the band gap can be deformed, such that it crosses the Fermi energy more than once and its slope at the crossing defines the group velocity. On this basis, the difference in Chern number is defined as the difference between the number of positive and negative slopes, also known as bulk-boundary correspondence (Fig. 2.4b). Fig. 2.4c,d show the band dispersion of a 2D...
time-invariant insulator in the positive half of the Brillouin zone with two different possibilities for edge states to occur. According to Kramers theorem, they need to be two-fold degenerate, i.e., at $k = 0$ ($\Gamma_a$) and $k = \frac{\pi}{a}$ ($\Gamma_b$). If the two degenerate points are connected such that the edge states cross the Fermi energy an even number of times (panel c), they are topologically trivial. With odd number of crossings, they remain robust and topologically protected (panel d). A time reversal invariant (TRI) system is characterized by an additional topological invariant $\mathbb{Z}_2$, which is directly related to the number of crossings [18]. As a consequence, even when the Chern number is zero, the topological invariant $\mathbb{Z}_2$ is $\nu = 0$ or $\nu = 1$ ($\nu \in \mathbb{Z}_2$), corresponding to a trivial and a non-trivial band structure, respectively.

![Figure 2.4 – Protected states in the energy band gap.](image)

**From quantum Hall to quantum spin Hall state** A strong magnetic field is needed to break TRS and give rise to non-trivial quantum Hall edge states. The presence of SO coupling in a TRI system, however, leads to a splitting of each edge states into two components, specifically one for spin-up and another for spin-down [18] [26]. Such spin-resolved edges states are protected against backscattering by TRS, provided that there is an odd number of edge state pairs, such that there are no two states with the same spin orientation that would allow scattering between each other, just as described above for the bulk-boundary correspondence and the $\mathbb{Z}_2$ invariant. The fact that the spin is connected to the direction of propagation of the edge state makes these states helical, i.e. spin and momentum of an electron propagating along an edge state are coupled. These robust metallic states are topologically protected against
scattering and cannot be localized, unless TRS is broken by an external magnetic field or a magnetic impurity. **Fig. 2.5a** shows the schematic band structure of two spin-filtered edge states crossing at \( k = 0 \).

In order to experimentally observe the quantum spin Hall effect (QSHE), a material system with strong SO coupling is needed. In 2006, Bernevig, Hughes, and Zhang [26] investigated a quantum well comprised of HgTe sandwiched between two layers of CdTe, both compounds being semiconductors with strong SO coupling (**Fig. 2.6b**). In this heterostructure, the SO coupling causes an inversion of the p- and s-bands in the HgTe, if the HgTe layer exceeds a critical thickness \( d_c \), thereby inducing a quantum phase transition from a topologically trivial system to a QSH system. The corresponding longitudinal resistance \( R_{xx} \) recorded from devices fabricated in the Hall bar geometry by König et al. [27], reflects this topological phase transition (**Fig. 2.6a**). As shown in **Fig. 2.6c**, when \( d < d_c \), a large \( R_{xx} \) is measured, indicative of a trivial insulating state of the system. For \( d > d_c \), however, the resistance drops by more than three orders of magnitude, reaching ballistic transport with \( R_{xx} = \frac{h}{2e^2} \). The quantized resistance reflects dissipationless conduction in the helical edge states of the system. The factor \( \frac{1}{2} \) arises from the conductance contribution of both sets of edge states.

2.1.3 3D topological insulators

The theory of the 2D QSH insulator can be extended into 3D, as proposed by Fu, Kane, and Mele [22], Moore and Balents [28], and Roy [29]. The 1D edge states of 2D systems become 2D surface states (SS) in 3D TIs. In 2008, Hsieh et al. [30] observed for the first time helical surface states crossing at \( k = 0 \).
states in angle-resolved photoemission spectroscopy (ARPES) measurements of Bi$_{1-x}$Sbx, followed by the family of Bi$_2$Se$_3$ in 2009, as reported by Xia et al. [31] for Bi$_2$Se$_3$ and by Chen et al. [32] for Bi$_2$Te$_3$. In order to visualize the surface states in a band diagram, it is helpful to look at the 2D Brillouin zone in the $k_x$-$k_y$ plane. The Brillouin zone contains four distinct points, $\Gamma_{1-4}$, which are TRS invariant and degenerate according to Kramers theorem. At these points, the surface states cross, and away from them, their degeneracy is lifted by the pronounced SO coupling. The four $\mathbb{Z}_2$ invariants again distinguish between topologically trivial and non-trivial cases, corresponding to an even or odd number of crossings between the Fermi surface and the lines connecting each pair of $\Gamma$ points.

It might be expected that creating a stack of 2D QSH systems will result in a 3D topological insulator, which is indeed the case, as seen in Fig. 2.5b. One possibility is that the Fermi surface encloses two of the $\Gamma$ points, in which case the surface states are not protected by TRS and are hence sensitive to disorder – a phase known as weak topological insulator. If a single $\Gamma$
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point is enclosed, a strong topological insulator emerges (Fig. 2.5c). The 2D Fermi surface can be extended to 3D, since it is simply a slab cut out in the x-y crystal momentum plane from the 3D band dispersion, called Dirac cone, as illustrated in Fig. 2.5d.

2.1.4 Engineering topological insulator materials

A large number of 3D TIs have been experimentally demonstrated by ARPES, which probes the occupied electronic states of solid state systems. Such measurements provide a map of the dispersion and the Fermi surfaces of these states in energy-momentum space. Of particular interest are the size of the band gap, the position of the charge neutrality point (Dirac point), and the location of the Fermi level. For favorable doping levels, the dispersion of the surface states within the bulk gap is clearly visible (Fig. 2.7a,b).

The Bi$_2$Se$_3$ family of 3D TIs form crystals with tetradymite structure, consisting of covalently bond quintuple layers that are weakly coupled by van der Waal forces. In these compounds, a single Dirac cone centered at the Γ-point features helical spin surface states. The large band gap (300 meV) of Bi$_2$Se$_3$ and its simple band structure, as compared to Sb$_2$Te$_3$, triggered strong interest in the properties of these materials. To this end, not only numerous ARPES experiments, but also electrical transport measurements have been performed.

In 2010, the first ternary dichalcogenides were theoretically predicted to host topological surface states. This property could be experimentally confirmed for TlBiSe$_2$ by Sato et al. [33], and TlBiTe$_2$ by Chen et al. [34]. The ternary compound Bi$_2$Te$_2$Se gained a lot of interest after Ren et al. [35] reported its high bulk resistivity and tunable Fermi energy, paving the way for more detailed charge transport studies of the TI properties. Neupane et al. [36] have further investigated the electronic structure of TIs from the family of ternary compounds using ARPES, in order to aid the interpretation of optical, transport, and thermoelectric measurements.

Complementary investigations by spin-polarized ARPES have directly revealed the spin texture of the surface states in TIs. Along these lines, Hsieh et al. [19] and Nishide et al. [37] observed the spin texture in Bi$_{1-x}$Sb$_x$ (Fig. 2.7c), thereby confirming that the surface states are characterized by the $\nu_0 = 1$ topological class and that the spin polarization lies in the surface plane (Fig. 2.7d). Spin-integrated ARPES intensity map of Bi$_2$Se$_3$ and the corresponding map of the spin polarization $P_y$ are illustrated in Fig. 2.7e [38].

Real-world TI materials, however, pose a challenging problem for the further investigation of their electronic properties by charge transport experiments, namely doping. The latter typically arises due to the presence of vacancies or anti-sites in the crystal lattice, and causes
a shift of the Fermi level towards the conductance band (n-doping) or the valence band (p-doping), such that there is an increased contribution of bulk states to the overall conductivity of the material. Furthermore, exposure to ambient can result in surface oxidation and formation of surface charges. For high carrier concentrations, the formation of impurity bands within the band gap has been proposed [35]. In this model, the wave functions of the electrons bonded to impurity sites overlap and form extended states, which also contribute to the conductance. Ideally, the Fermi level would be situated in the bulk band gap, such that the surface states can be probed exclusively. To achieve this goal, gate voltage can be applied, with the aim of shifting the Fermi level from the bulk band to the band gap. Modification of the surface using molecular dopants [40] [41], or the increase of the surface-to-bulk ratio by growing thin and laterally large films [42] [43] are further strategies that have been followed. Ultimately, the aim is to achieve high-quality crystals with minimized doping and high mobilities in order to

---

**Figure 2.7 – TI surface states observed in ARPES measurements.**

a) Theoretical band structure of Bi$_{1-x}$Sb$_x$ from first principles calculations. b) Experimental ARPES data for the same compound (x = 0.1), showing five surface state crossings between the TRI points Γ and M. c) 2D momentum plane intensity map of the surface states at the $E_F$ obtained with spin-integrated ARPES in the (111)-direction, from which a Berry phase of $\pi$ can be extracted. d) Spin polarization of the surface state in the 2D momentum plane indicating in-plane spin alignment along the y-axis, while the out-of-plane spin polarization is close to zero (adapted from [19]). e) ARPES and spin-polarized ARPES of the Bi$_2$Se$_3$ surface states along k$_x$ (adapted from [38]). f) Dirac cone engineering in the tetradymite Bi$_{2-x}$Sb$_x$Te$_{3-y}$Se$_y$ showing the Fermi surface dispersions and the Dirac point shift for varying concentrations of the individual components (adapted from [39]).
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detect surface-related effects unaffected by the bulk. TI materials exhibiting bulk-insulating behavior and a tunable Dirac cone (Fig. 2.7f) have been successfully engineered by precise control of the crystal stoichiometry and elemental doping [39] [44].

Studying the electronic properties and various quantum effects in TIs requires reliable and reproducible synthesis methods for high-quality TI single crystals, like the Bridgman method [45], chemical synthesis [46], pulsed laser deposition [47] [48], molecular beam epitaxy [49] [50], and chemical vapor deposition [51] [52].

![Figure 2.8 – Methods for the synthesis of TI materials. a) MBE-grown heterostructure of 15 QL Sb₂Te₃/6 QL Bi₂Te₃ [53]. b) Epitaxial Bi₂Se₃ thin film grown by PLD [54]. c) LVS-grown Bi₂Se₃ nanowires and nanoribbons [55]. d) Large crystal of Bi₂Se₃, grown by the Bridgman method. e) Surfactant-assisted wet chemical synthesis of Bi₂Te₃ nanosheets [56]. f) The natural TI Kawazulite [57].](image)

One of the most common methods for high-quality single crystal growth is the Bridgman method, which is typically followed by mechanical cleavage of the crystal for the preparation of thin film electronic devices. Typically, high-purity elements are placed in a quartz tube, sealed and heated to their melting temperature. The tube is then allowed to cool down to about 500 °C, whereupon crystal growth takes place, and is subsequently heated to the same temperature over a certain period of time. Finally, the crystals are cooled down to room temperature and cleaved for further investigation. This technique also allows incorporating elemental dopants in well-defined stoichiometry in order to reduce the charge carrier density [58]. TIs have also been synthesized by chemical solution growth, which renders thin platelets. The presence of disorder in the latter often results in relatively poor mobilities, which hinders their usage for advanced charge and spin transport experiments.
Molecular beam epitaxy (MBE) is a well-established technique for epitaxial growth of chalcogenide-based TI thin films with large surface-to-bulk ratio and high crystal quality. In the MBE process, the TI film is grown layer-by-layer, which is monitored by reflection high-energy electron diffraction (RHEED). STM measurements have provided evidence for a low defect density in as-grown TI films [59]. A low growth temperature of 200-300 °C degrees and a slow growth rate ensures a high flatness of the TI film, which can be only a few quintuple layers. Alternatively, atomically flat TI films can be grown by pulsed laser deposition (PLD) [60] [61]. Gehring et al. have demonstrated for the first time TI electronic properties of the naturally occurring minerals Kawazulite, Bi$_2$(Te,Se)$_2$(Se,S) [57] and Aleksite, PbBi$_2$Te$_2$S$_2$ [62], which exhibit relatively high mobilities and interesting quantum transport phenomena. Band structure engineering has been demonstrated via MBE growth of TI thin films in a van der Waals heterostructure with other materials, e.g. Bi(111). Due to hybridization at the interface, the energy dispersion of the surface states can be modified [63]. Furthermore, epitaxial heterostructures of TI and graphene [64] or TI and hexagonal boron nitride (hBN) [65] open new avenues towards electronic and spintronic devices that allow for detecting novel interface and surface effects.

2.2 Electronic transport

2.2.1 Characteristic lengths

In order to understand electronic transport phenomena in TI materials, one needs to consider a number of length scales in relation to the system’s dimensions. The characteristic length, which dominates the transport behavior is usually the smallest one and the investigated systems can be classified accordingly, as schematically shown in Fig. 2.9. Obviously, one needs to reduce the sample size (length $L$, width $W$) in order to observe a transition from classical to quantum behavior. In disordered systems electron scattering gives rise to localization effects, described by the localization length $\xi$. The elastic mean free path $L_e$ defines the distance between two elastic scattering events of an electron interacting with lattice phonons or lattice impurities. In the quantum regime, the electronic wavefunction, defined by the Fermi wavelength $\lambda_F$, contains phase information, which is susceptible to decoherence and is described by the phase coherence length $L_\phi$.

Two length scale regimes are relevant for the investigated TI systems, in which charge carriers can exhibit classical and quantum behavior. In the classical regime, the electron motion is
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Figure 2.9 – Characteristic lengths. Classification of electronic transport regimes in diffusive conductors according to the characteristic length scales, where $L$ and $W$ are the sample length and width, respectively, $\xi$ is the localization length, $L_e$ is the elastic mean free path, $\lambda_F$ is the Fermi wavelength, and $L_\phi$ is the phase coherence length.

Well described by the Drude model and there is no quantum correction to the conductivity. In the presence of strong disorder, the localization length is much larger than the phase coherence length and the conductivity is characterized by hopping transport. In the quantum limit, quantum diffusion behavior describes the electron motion and quantum interference of electronic phase information leads to a weak localization correction to the conductance. Also here strong disorder leads to strong localization and hopping behavior with a quantum correction to the conductance arising from the interference of hopping paths. Systems whose dimensions are in the range of the phase coherence length or smaller are categorized as mesoscopic and can be described in different dimensionalities depending on the relation between $L$, $W$, and $L_\phi$. Accordingly, their transport properties fall into the diffusive, ballistic or quasi-ballistic regime.

2.2.2 Diffusive quantum transport

The electronic band structure of a 3D TI is described by a Dirac cone, where the bulk bands are connected by gapless states with linear dispersion. These 2D surface states are characterized by lifted spin degeneracy and spin-momentum locking describing the spin helicity. Charge carriers propagating along the surface states acquire a non-trivial Berry phase, which influences the magnetotransport properties. In a 2D electron gas system, the presence of disorder results in localization of the electrons, but in the presence of strong SO coupling, the gained electron phase results in a positive quantum correction to the conductivity, called weak anti-localization (WAL), which can be observed as long as TRS is preserved. Despite the surface state robustness, 3D TI materials exhibit relatively low mobilities and thus the nature of electronic transport is that of a diffusive conductor.
A TI platelet has a top and bottom surface, each featuring a Dirac cone of opposite spin helicity. In charge transport measurements, both surfaces can in principle contribute to the conductance, depending on the strength of their coupling. The latter is quantified by the parameter $\alpha$, which can be extracted from the fitting of magnetoconductance data with a 2D model for diffusive transport. It assumes a value of $-1$ or $-1/2$ for contributions from both or only one surface, respectively.

**Weak localization (WL)** In classical diffusive transport where the sample size is larger than the phase coherence length, the quantum corrections to the conductivity arise from multiple phase-coherent scattering events. Fig. 2.10a depicts a possible path an electron takes between consecutive scattering events, along with the time-reversed path. The probability that the electron will return to the starting point corresponds to backscattering (constructive interference of the two paths). The probability is given by $P = |A^+ + A^-|^2 = |A^+|^2 + |A^-|^2 + A^+A^- + A^{+\ast}A^-$, where the first two terms correspond to the classical contribution to backscattering and the last two to interference effects. According to TRS, $A^+ = A^- = A$, which means that the classical probability of backscattering is $P_c = 2|A|^2$, but the additional quantum contribution increases it to $P_q = 4|A|^2$. This factor of two correction is detected in the magnetoresistance, which emerges at small magnetic fields and has its maximum at $B = 0$. As the B-field increases, TRS is broken and the quantum correction vanishes. The magnitude of the WL peak depends on the ratio between the phase coherence length and the mean free path of the electrons, as shown in Fig. 2.10b. The effect is maximum at low temperature and decreases as $L_e$ becomes larger than $L_\phi$ for higher temperatures.

**Weak anti-localization (WAL)** The SO coupling in TIs has an important consequence for the magnetoresistance. As the electrons traverse diffusive closed paths, randomization of the spin direction takes place in the scattering process, which means that the initial spin direction is modified by each scattering event and becomes completely random after a characteristic time $\tau_{SO}$, which is inversely proportional to the SO coupling strength. When many interfering paths are averaged, the destructive interference is predominant and the backscattering probability is reduced to half of the classical one, leading to an anti-localization correction dip at zero B-field (Fig. 2.10c). In a sense, the WAL correction is analogous to the backscattering protection observed in the edge states of a 2D QSH insulator. The magnetoconductance at low B-fields
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Figure 2.10 – Quantum corrections to the conductance in diffusive systems. a) Schematic representation of a 2D diffusive sample with a possible electron time-reversed scattering path. Depending on the sample’s properties, in the presence of a magnetic field, the paths interfere either constructively or destructively leading to quantum corrections to the classical magnetoresistance. b) Weak localization peak at zero magnetic field, whose shape is determined by the ratio $L_\phi/L_e$. c) Weak anti-localization peak, which becomes sharper for larger $L_\phi$.

can be fitted with the Hikami-Larkin-Nagaoka (HLN) model [66]:

$$
\Delta \sigma(B) = \alpha \frac{e^2}{h} \left[ \ln \left( \frac{B_\phi}{B} \right) - \Psi \left( \frac{1}{2} + \frac{B_\phi}{B} \right) \right],
$$

which yields the phase coherence length $L_{\phi l}$ and the parameter $\alpha$. Here $\Psi$ is the digamma function, $B_\phi = \frac{\hbar}{4el_\phi}$, where the phase coherence length $l_\phi = \sqrt{D\tau_\phi}$. The parameter $\alpha$ describes the number of channels contributing to the conductance, as explained above. The value of $\alpha$, however, strongly depends on the material’s doping, i.e., the position of the Fermi energy, the coupling of the two surfaces, as well as the bulk contribution. The importance of these factors are still a topic of ongoing discussion.

Universal conductance fluctuations (UCFs)  In a small sample, for which $L_\phi > L, W$ and $L, W > L_e$, the transport properties are characteristic of the mesoscopic diffusive regime. Coherent interference of electronic phases gives rise to periodic Aharonov-Bohm oscillations (AB) [55, 67, 68] and aperiodic universal conductance fluctuations (UCFs) [69] in the magnetoresistance. The latter have been observed in TI samples at low temperatures, when the system is in the WAL regime [70–72]. They are sample-specific and well reproducible, exhibiting decreasing magnitude with increasing temperature, suggesting that the electronic wavefunctions are largely phase coherent. The UCF amplitude $\Delta G$ is on the order of $e^2/h$ at $T = 0$ and independent of the sample dimensions, shape, and scattering center distribution. $\Delta G = \sqrt{\langle (G - \langle G \rangle)^2 \rangle}$ signifies the averaging over multiple mesoscopic systems with different
impurity configuration. If a two-terminal geometry is considered (Fig. 2.11a), the transmission amplitude of an electron moving on diffusive paths in a random walk manner and the amplitude of the conductance oscillations depends on the reflection amplitude of the scattering events as long as $L \gg L_e$. The variation of the impurity configuration among different samples has the same effect on the conductance as an external magnetic field, which adds an additional phase to the electron’s trajectories between scattering events. As the oscillation periodicity depends on the area of each loop, the conductance, as a superposition of the oscillating ensemble of loops, fluctuates aperiodically. This manifests itself in magnetoresistance oscillations as shown in Fig. 2.11b [73].

![Figure 2.11](image)

**Figure 2.11 – Universal conductance fluctuations.** a) Schematic illustration of scattering centers in a conductor and two possible electron path loops that lead to reflection. A magnetic field applied normal to the surface causes a phase shift in each loop, leading to an interference pattern and conduction oscillations. b) UCFs in the magnetoresistance with temperature-dependent magnitude oscillate aperiodically due to their loop-specific phases and periods (adapted from [73]).

### 2.3 Spin transport

The main goal of spintronics is to utilize the spin degree of freedom in order to achieve more efficient information processing and storage. For this purpose, the properties and behavior of spin ensembles or single spins need to be investigated in solid state systems. Furthermore, a distinction has to be made between spin-polarized charge current and pure spin current, which propagates independently of charge. Information transmission utilizing pure spin currents would take place without energy dissipation due to Joule heating. However, for practical applications, a better understanding of spin transport in different electronic materials and the spin dynamics in those systems is still required.

The discovery of the giant magnetoresistance (GMR) in ferromagnetic-nonmagnetic layered
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structures in 1988 by Fert [2] and Grünberg [3] represents a milestone in the field of spintronics. In a GMR device, due to spin orientation dependent scattering, there exist a low and a high resistance state that can be used to convert magnetic information into electric one, providing an imminent technological application for the data storage industry. Shortly afterwards, the first metallic spin valves were realized and the injection of spin-polarized current from a ferromagnetic into a paramagnetic material was demonstrated for the first time [5]. In an attempt to increase the magnetoresistance signal in a GMR device, Miyazaki [74] and Moodera [75] discovered the tunneling magnetoresistance effect, which occurs when the paramagnetic layer is replaced by a thin insulating layer, ultimately resulting in as much as 70% increase of the resistance for anti-parallel orientations of the magnetization of the ferromagnetic layers at room temperature. Naturally, this led to the development of a new type of non-volatile memory devices, namely the magnetoresistive random access memory (MRAM).

Spin injection has also been achieved via ferromagnetic resonance spin pumping [76] [77] and switching of magnetization has been demonstrated via the spin transfer torque effect [9], which has already found application in the device storage industry as the underlying mechanism of novel MRAM devices [78] [79]. Furthermore, electrical control of magnetism has been achieved in ferromagnetic oxide semiconductors at room temperature. Optically, spins can be controlled via ultrafast laser light, whose helicity is used for spin direction reversal and also by combining magnetic resonance techniques with optically active NV-centers in a diamond [80].

2.3.1 All-electric spintronics

The necessity of downscaling in size while having to apply external magnetic fields in order to induce spin-current polarization or spin switching poses a challenge for state-of-the-art technology, which exploits both charge and spin for device applications. Quantum processes on the nanoscale, as well as spurious magnetoresistance and Hall effects arising from ferromagnetic components at contact interfaces, can introduce unwanted contributions to the measured signals and decrease the efficiency of spintronic devices.

To overcome these limitations, an all-electric control over the spin degree of freedom in the absence of magnetic components is desirable. Combining the concept of all-electric manipulation of spin currents with the existing semiconductor technology, as well as with novel materials, surfaces, and interfaces has opened a plethora of research direction towards gaining a better understanding of spin-related processes and mechanisms on a fundamental science
level, as well as from a technological point of view.
A major research effort within this field involves the use of materials with strong SO coupling, which enables spin manipulation without magnetic fields via spin-charge conversion governed by the Rashba, spin Hall, and Edelstein effects in materials with reduced dimensionality and non-trivial topology. Current-induced spin polarization in semiconductors [81–84], graphene [85] [86], and TIs [87–93] has been recently experimentally demonstrated. Emergent phenomena based on 2D interfaces and surfaces with strong SO coupling are being actively investigated, including chiral and helical spin-polarized edge and surface states in thin films and heterostructures [94].

2.3.2 Spin current injection, accumulation, and detection

Reliable information processing in a spintronic device depends on efficient spin injection, spin accumulation, spin transfer, and spin detection. It has been demonstrated that spin-polarized currents can be injected from a ferromagnetic material into a conductor, semiconductor, or superconductor, such that a non-equilibrium spin accumulation can be detected in those non-magnetic materials. When a FM and a NM material form a junction, spin-polarized electrons are driven from the FM to the NM, leading to spin accumulation close to the interface, which diffuses into the NM, while its magnitude decreases on the scale of the spin diffusion length. The spin-polarized electrons have spin-dependent electrochemical potentials, $\mu_s$, such that the spin accumulation is given by $\mu_s = \frac{1}{2}(\mu_1 - \mu_\downarrow)$ [95] and its dynamics can be described by the relation

$$\frac{d\bar{\mu}_s}{dt} = D\nabla^2\bar{\mu}_s - \frac{\bar{\mu}_s}{\tau} + \frac{\omega_L}{\tau} + \bar{\mu}_s$$

where $D$ is the spin diffusion coefficient, $\tau$ is the spin relaxation time, and $\omega_L$ is the Larmor precession frequency. Thus, when there is no external magnetic field applied normal to the junction, the spin accumulation decays exponentially away from the interface with the spin diffusion length $\lambda = \sqrt{D\tau}$. In the presence of a magnetic field, by contrast, the spin dynamics is governed by Hanle spin precession.

**Local spin valve** In a local spin valve geometry, a NM transport channel is electrically contacted by two FM electrodes, acting as spin injector and spin detector, respectively. The spin transport in such a device can be described by the two-current model proposed by Valet and Fert [6], which assumes that spin-up and spin-down electrons possess different conductivities.
in the FM material, in which both spin directions have a different density of states at the Fermi level. Thus, the spin-dependent conductivity is given by \( \sigma_{\uparrow,\downarrow} = D e^2 \nu_{\uparrow,\downarrow}(E_F) \). The magnetization of the two FM electrodes is controlled by an external in-plane B-field applied along their easy axis. Due to their lateral widths, their magnetization switches at different coercive fields. When the two electrodes have parallel magnetizations, one spin species experiences low and the other one high resistance (Fig. 2.12a). For antiparallel orientation, both spin species experience low resistance in one of the electrodes, and high resistance in the other one (Fig. 2.12b). Hence, when a voltage is applied between the FM electrodes, a parallel orientation of their magnetizations effectively results in a low measured resistance, while the antiparallel one results in a high-resistance state.

In a lateral local spin valve, the measured resistance is influenced by both spin and charge currents, which coexist in the transport channel (Fig. 2.13a). Thus, a local measurement can contain co-planar spurious effects associated with the charge current, such as Hall effects or anisotropic magnetoresistance, which might mimic the real spin valve signal. Additionally, the detection of small spin-related signals can prove challenging in the presence of a larger charge current contribution, which decreases the signal-to-noise ratio significantly.

**Figure 2.12 – FM-NM-FM CPP junction.** Schematic representation of a NM sandwiched between two FM layers and current applied perpendicular to the junction. The spin-dependent conductivity results in low resistance for parallel FM magnetizations in a) and antiparallel magnetizations in b). The corresponding electrical circuits represent the resistances of the two FM layers connected in series, depending on the magnetization orientations. c) Spin injection and diffusion at a FM-NM interface (horizontal blue arrows) and respective densities of states for the two spin species close to the Fermi level.

**Non-local spin valve** In order to avoid the above mentioned problems that might occur in a local spin valve, spin injection and detection measurements are usually performed in a non-local geometry, in which the spin signal is detected by electrodes placed outside of the
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charge current path [96], as illustrated in Fig. 2.13b. This geometry was proposed for the first time by Silsbee et al. [97]. The spin accumulation in the NM can be probed by detecting a non-local voltage at the second FM. This voltage arises from the non-equilibrium spin density in the channel. In order to generate the non-local spin signal, current is applied via a pair of electrodes, at least one being a FM, and a voltage drop is detected with the second pair, such that the FM electrode in close proximity to the injector acts as detector. In this way, the spins diffusing towards the detector can be probed, and by varying the distance between the two FM electrode, the spin diffusion length of the transport channel can be determined. The non-local voltage is thus the difference between the spin potentials probed at the respective positions of the non-local voltage probe electrodes. Since this is a constant current experiment, the non-local voltage $V_{NL}$ is often normalized by the current, resulting in a non-local resistance $R_{NL} = \frac{V_{NL}}{I}$.

Figure 2.13 – Lateral spin valve measurement geometries. a) Local geometry, in which charge current and spin-polarized current are detected simultaneously. In both cases, the magnetization of the FM electrodes is switched via external in-plane magnetic field. b) Non-local geometry, in which the injected spin-polarized current diffuses away from the FM electrode towards the detecting FM electrode located outside of the charge current path. c) Three-terminal geometry, in which the spin accumulation underneath the central FM electrode can be probed.

Three-terminal non-local spin valve A similar approach to spin injection and detection is the three-terminal spin valve, where a single FM electrode is used to inject and extract spins
into and from the NM material. On this basis Dash et al. [98] demonstrated electrical creation of spin polarization in silicon at room temperature, followed by Li et al. [99] who detected spin signals in silicon even at 500 K. The geometry of a three-terminal spin valve experiment, as illustrated in Fig. 2.13c, comprises a single FM-NM interface, where spin accumulation in the NM is created by applying a constant current between electrodes 1-2 and detected as a voltage drop between electrodes 2-3. To increase the strength of the spin signal, a tunnel barrier is incorporated, such that spin-polarized tunnel current flows from the FM to the NM and produces a spin imbalance described by a net spin accumulation $\Delta \mu = \mu_\uparrow - \mu_\downarrow$, which is maximal at the interface and decays exponentially away from it (Fig. 2.12c). Its orientation is parallel to the interface and determined by the magnetization direction of the FM electrode. The spin accumulation in the NM can be influenced by applying a small magnetic field normal to the surface and detecting the Hanle effect (see Section 2.3.3). The spin life time and spin diffusion length can then be obtained by fitting the Hanle curves. The properties of the tunnel barrier at the FM electrode play a crucial role in the spin injection-detection process and a lot of effort has been put into optimizing its composition [100] [98], thickness [101] [5], and crystallinity [102] in order to obtain reproducible results. The expected magnitude of the spin signal in a three-terminal geometry is still controversial, as spin signals which exceed the theoretically predicted ones by several orders of magnitude have been experimentally detected [5] [99] [103]. Different mechanisms have been proposed to account for this discrepancy, including a two-step tunneling process [104], an inhomogeneous tunnel current density model [105], and an impurity-assisted tunneling magnetoresistance [106].

**Conductivity mismatch problem and the role of the contacts** An crucial factor that influences the efficiency of spin injection from a FM into a NM material is the interface between the two materials. The detected spin accumulation depends strongly on the interface between the injector material and the transport channel material, and more specifically on whether the junction is an Ohmic or tunneling contact. A fundamental problem is the conductivity mismatch, especially in the case of a FM-semiconductor (SC) junction, which arises due to the difference in resistivity between the two materials and leads to decreased spin polarization in the semiconductor transport channel [107]. The proposed experimental solution involves the implementation of a tunnel barrier at the FM-SC junction [108] [109]. The tunneling probability and thus the spin-dependent resistance depends on the density of states of both spin-up and spin-down electrons on both sides of the tunnel barrier. A spin-dependent interface resistance, whose value exceeds a threshold resistance given by the product of the SC
resistivity and spin diffusion length, $R_T > \rho L_{sf}$, enables the detection of a much larger spin polarization in the SC [109]. The spin polarization of the current in the SC channel is given by

$$P_J = \frac{P_F R_F + P_C R_c}{R_F + R_\lambda + R_c} \tag{2.3}$$

where $P_F$ is the spin polarization in the FM, $P_C$ is the interface polarization, $R_c$ is the tunnel barrier resistance, and $R_F$ and $R_\lambda$ are the spin resistances of the FM and the SC, respectively.

In the case of no tunnel barrier, $R_c = 0$ and the polarization of the spin current in the SC is given by $P_J = \frac{R_c P_F}{R_\lambda + R_F}$. When the FM and SC resistances are comparable, the polarization in the SC channel is not reduced. When the SC resistance is higher than that of the FM, i.e., $R_\lambda > R_F$, the spin polarization is reduced to $P_J = \frac{R_c P_F}{R_\lambda + R_F}$. In the presence of a tunnel barrier when $R_c > R_\lambda > R_F$, the spin polarization is proportional to the interface polarization, $P_J = P_C$.

For very large $R_c$, however, the average time a spin-polarized electron resides in the channel exceeds the spin-relaxation time and the current polarization is again decreased.

Han et al. [110] have investigated spin transport in monolayer graphene for three different contact regimes, specifically tunnel (decoupled), pin-hole (intermediate), and transparent (highly coupled) contacts. For MgO- and TiO$_2$-based tunnel contacts, they found long spin lifetimes, attributable to a reduced contact-induced spin relaxation. In the other two cases, spin signals are still observed, albeit with reduced magnitude and correspondingly shorter spin lifetimes. Increased contact resistance can also be achieved by reducing the contact area, e.g. with the aid of MgO masking layers [111]. Furthermore, spin injection has also been demonstrated in the presence of a Schottky barrier, which increases the contact resistance at the FM-SC interface and affects the spin accumulation depending on the barrier's profile [11].

### 2.3.3 Spin relaxation and dephasing mechanisms

**Band structure and SO interaction**  
SO coupling in solids originates from relativistic effects in the rest frame of reference of an electron interacting with the crystal lattice. In this frame, the electron experiences an effective electric field gradient $\mathbf{E} = \nabla V(\mathbf{r})$ generated by the lattice, which gives rise to magnetic field $\mathbf{B} = \frac{1}{mc^2} \mathbf{E} \times \mathbf{p}$ coupling to the electron's spin. The direction of this magnetic field is perpendicular to the electron's orbital motion and to the electric field.

The SO Hamiltonian can be written as

$$H_{SO} = \frac{1}{2} g \mu_B \mathbf{B} \cdot \mathbf{S} = \frac{g \mu_B}{2mc^2} (\nabla V(\mathbf{r}) \times \mathbf{p}) \cdot \mathbf{S}, \tag{2.4}$$
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Figure 2.14 – SO coupling and crystal asymmetries. a) Schematic diagram illustrating the origin of SO coupling, in the electron's rest frame. The positively charge nucleus orbiting around it generates magnetic field, which couples with the electron's magnetic moment. b) An intrinsic electric field in crystals with bulk inversion asymmetry (BIA) gives rise to an effective magnetic field, resulting in a Dresselhaus SO coupling term. c) An externally applied electric field gives rise to a helical spin texture in crystals with structural inversion asymmetry (SIA), resulting in a Rashba SO coupling term.

where $g$ is the spin gyromagnetic ratio of the electron, $\mu_B = e\hbar/2m$ is the Bohr magneton, $p = m_e v$ is the electron's momentum, and $S$ is the spin angular momentum vector. The gradient of the potential seen by the electron determines the SO coupling strength, which is the reason why sizable SO coupling occurs in heavy atom elements whose large number of protons is able to generate strong electric fields. By contrast, light elements and the materials composed of them, have only weak SO coupling, as exemplified by carbon and graphene. SO coupling can modify the band structure by splitting and energetically shifting bulk bands, one example being the formation of heavy and light hole valence bands in some heavy element semiconductors.

Another term in the SO Hamiltonian, known as Dresselhaus contribution, arises from the presence of bulk inversion asymmetry (BIA) in a crystal, resulting in lifting of the $E_{\uparrow}(k) = E_{\downarrow}(k)$ degeneracy [112] [113]. Furthermore, when the effect of SO coupling is combined with asymmetric potentials normal to the surface of 2D surfaces and heterostructures, another term is added to the Hamiltonian, which lifts the structural inversion asymmetry (SIA), called Rashba term. In a 2D quantum well structure, the strength of the linear BIA-induced spin splitting stems from crystal fields and depends on the quantum well's width, the temperature, and the electron density. The SIA term originates from the confining potential and can be modulated via a gate electric field.
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Spin relaxation and dephasing Understanding the mechanisms of spin relaxation and dephasing is crucial for spintronic applications. Information processing based upon spin-states relies on long spin coherence times, to ensure that spin-encoded information can be transported over a sizable distance. On the other hand, short spin relaxation times are required for fast-switching applications [114].

Spin relaxation and dephasing are described by the characteristic times $T_1$ and $T_2$, respectively, which can be derived via the equations governing spin precession, diffusion and decay of spins in magnetic field [115] [116]. $T_1$, the longitudinal coherence time, is a measure of the time it takes for the longitudinal magnetization to relax back to equilibrium. $T_2$ is the phase coherence time for an ensemble of precessing spins, which dephase due to variations in the individual precessing frequencies.

The two major spin relaxation mechanisms are the Elliot-Yaffet (EY) [117] [118] [119] and D’yakonov-Perel (DP) [120] mechanism. The EY mechanism describes the spin state mixing during the interaction with lattice impurities and phonons, given the presence of SO interaction. The spin-up and spin-down states, which have the same momenta, couple in the presence of a SO potential, which gives rise to SO scattering leading to spin relaxation with the characteristic spin relaxation time $\tau_s$ (Fig. 2.15a). The phonon-induced spin relaxation is also relevant at low temperature, in the case that the heavy ion-induced SO potential is modified by phonons. The EY mechanism can be modeled with an equation involving a spin-flip function $F(\omega)$, which takes into account the phonon distribution as a function of frequency (Eqn. 2.5).

It also involves a spin-flipping matrix element $\alpha_s$, which contains the SO interaction potential, the ion mass, and the population change of spin-up and spin-down electrons $\frac{dN_{\uparrow \downarrow}}{dT}$. Obviously, low-mass elements, such as Si and C, would exhibit weak SO-induced spin relaxation, resulting in longer spin coherence times, in contrast to topological insulators.

$$\frac{1}{\tau_s} = 8\pi T \int_0^\infty F(\omega)\alpha_s^2 \frac{dN_{\uparrow \downarrow}}{dT} d\omega \quad (2.5)$$

The DP mechanism describes spin relaxation in systems with SO coupling and inversion asymmetry, in which case the degeneracy of spin-up and spin-down momentum states is lifted. Inversion asymmetry also arises at interfaces and surfaces in the presence of asymmetric confining potentials, as mentioned above. It results in an intrinsic momentum-dependent magnetic field and spin precession with the Larmor frequency. The spin dephasing is characterized by the momentum relaxation time $\tau_p$, during which the intrinsic magnetic field fluctuates in magnitude and direction between scattering events (Fig. 2.15b). Thus, after $\tau_p$, the spin would precess with a different frequency and direction, such that its phase evolves in...
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From the above, it follows that the EY and the DP mechanisms have opposite dependence on the momentum relaxation time. EY describes spin dephasing during the scattering process, such that it is proportional to the number of scattering events. DP, on the other hand, describes spin phase randomization between consecutive collisions, determined by momentum-dependent scattering.

**Figure 2.15 – Spin relaxation mechanisms.** Scattering of the electron spin (grey arrows) at or between scattering centers (blue dots). a) The Elliott-Yafet mechanism describes spin relaxation, which occurs during a scattering event and involves a spin flip. b) The D’yakonov-Perel mechanism describes spin relaxation, which occurs between scattering events and involves Larmor precession.

**Probing spin relaxation experimentally** In a lateral spin valve, the spin lifetime and diffusion length can be probed by detecting the Hanle effect (Fig. 2.16a). In such a measurement, after the ferromagnetic injector and detector electrodes are magnetized by an external in-plane B-field, the substrate is tilted perpendicularly to the field direction, such that the B-field is normal to the direction of current flow. The injected spins now propagate away from the injector and as long as they arrive parallel to the detector’s direction of magnetization, maximum signal is detected. When the field is swept, the spins in the channel start precessing with the Larmor frequency \(\omega_L\), while propagating towards the detector, and the measured signal decreases as it becomes a function of the projection of the spin direction onto the magnetization direction of the detector. The precession angle is given by \(\theta = \omega_L \cdot \frac{L}{v}\), where \(L\) is the distance between the two electrodes and \(v\) is the electron velocity. The measured resistance displays a peak at zero B-field and exhibits oscillatory behavior as the field increases, with decreasing amplitude for higher fields since the angle \(\theta\) depends on the averaged electron velocity. In order to extract the spin diffusion length and spin lifetime, the non-local resistance \(R_{NL}\) is recorded in a non-local spin valve configuration and the following equation is used:

\[
R_{NL} \propto \int_0^\infty \frac{1}{\sqrt{4\pi Dt}} e^{-\frac{t^2}{4Dt}} \cos(\omega_L t) e^{-\frac{t}{\tau_s}} dt
\]

(2.6)
where $\tau_s$ is the spin lifetime, and $D = \frac{\sigma}{eN}$ is the spin diffusion constant. The spin relaxation length can also be estimated by recording $R_{NL}$ for different injector-detector distances, and fitting the gained dependence with an exponential decay model, according to:

$$R_{NL} = \frac{\Delta V}{I} = \pm \frac{1}{2} p^2 \frac{\lambda_{sf}}{\sigma A} e^{-\frac{L}{\lambda_{sf}}},$$

with $\lambda_{sf} = \sqrt{D\tau_{sf}}$, where $\lambda_{sf}$ is the spin-flip length and $\tau_{sf}$ is the spin-flip time.

The efficiency of spin injection into a NM can also be determined by three-terminal non-local Hanle measurements (Fig. 2.16b). After the spin polarized current is injected, the perpendicular magnetic field leads to precession of the spins in the NM layer underneath the injector, which in turn reduces the spin accumulation. The measured voltage $V_{3T}$ is proportional to the spin accumulation [11].

![Figure 2.16 – Hanle spin precession. a) Precession of the injected spins in external magnetic field applied normal to the surface for a non-local four-terminal configuration. The non-local spin signal exhibits a maximum at zero B-field and decreases as the spin orientation misaligns with the detector’s magnetization during precession. b) Hanle precession of spins in a non-local three-terminal geometry, probing the spin accumulation underneath the central FM electrode.](image)

### 2.3.4 Spin-charge conversion

Spin current can propagate independently of charge, allowing for information to be transmitted without energy dissipation due to Joule heating. A pure spin current is spin-dependent electron motion, in which spin-up and spin-down electrons propagate in opposite directions such that there is no net charge current. Thus, a main goal of spintronics is to create and detect spin currents via spin-charge conversion. Metallic interfaces, layered oxides, transition metal dichalcogenides with strong SO coupling are promising material platforms for the generation and detection of spin currents. At their 2D interfaces and surfaces, charge current can be converted to spin current via the spin Hall effect, and spin polarization can be generated from an applied electric current via the Edelstein effect. According to the Onsager reciprocity
relation, each of these effects possesses a counter effect, which does the reverse conversion and together they constitute powerful tools for spintronic applications.

**Spin Hall effect (SHE) and inverse spin Hall effect (ISHE)** One possible strategy for spin-charge conversion is to use materials with strong SO coupling. A prominent example is the SHE, wherein pure spin current is propagating towards the sample's edges, as a response to an applied electric current. There are two distinct mechanisms for SHE, namely an extrinsic SHE, which arises due to asymmetric scattering of spin-up and spin-down carriers, and an intrinsic SHE, induced by the topology of the band structure. The charge-spin conversion efficiency is assessed in terms of spin current per unit charge current and expressed as the spin Hall angle (SHA). Fig. 2.17a is a schematic representation of the SHE mechanism. An electric field is applied along the y-direction, resulting in out-of-plane spin-up and spin-down currents propagating perpendicular to the field towards the opposite edges. The spin current pointing out-of-plane is a direct consequence of the torque exerted onto the spins by a Zeeman field originating from the SO coupling. Since spin current is even under the application of the time reversal operator, it does not break TRS. The reciprocal mechanism is the ISHE, shown in Fig. 2.17b, where spin current is injected and SO coupling induces a transversal electrical current perpendicular to the spin direction. Fig. 2.17c is a schematic representation of the Fermi contour displacement along the x-direction and the out-of-plane tilting of spin in response to the SO-induced torque.

In semiconductors, the SHE is usually detected by optical methods, such as Kerr rotation, in which linearly polarized light is reflected off the sample and the angle of rotation of the polarization plane is proportional to the out-of-plane spin Hall current. By doing this position-dependent, a spatial map of the spin distribution is obtained, which confirms spin accumulation along the edges of the sample [121].

In metals, spin-polarized current is usually injected into a paramagnetic material via a ferromagnetic electrode in a non-local geometry and the spins propagate in a diffusive manner. The transverse electrical signal induced by those spins can be detected as a voltage drop with the aid of two non-local voltage probes, as shown in Fig. 2.17c. Another spin injection method involves spin pumping. Under externally applied magnetic field, the magnetization of the ferromagnetic material precesses in a ferromagnetic resonance regime. The transfer of angular momentum from the precessing spins to the conduction electrons leads to spin diffusion into the NM material. The electrical signal due to the ISHE is then detected, which is possible even at room temperature for large SO coupling materials [122].
The SHE effect detected in a non-local geometry provides convincing evidence for the existence of helical edge states in a QSH system \cite{123}. The non-local measurements are performed in a H-bar geometry without externally applied magnetic field and with NM contacts, as illustrated in Fig. 2.17d. Current is applied between contacts 1-2, and the non-local voltage drop is measured between contacts 3-4. In order to prove that the helical edge states are spin-polarized as well, a H-bar geometry can again be utilized, as demonstrated by Brüne et al. for a HgTe quantum well \cite{124}. The carrier concentration of the HgTe underneath each pair of contacts can be tuned separately by gate voltage, such that the area underneath contacts 1-2 is in the metallic regime, while the area underneath contacts 3-4 is in the QSH insulating regime. When current is applied between 1-2, charge carriers of opposite spin separate due to the intrinsic SHE. The spin species which arrives at the metal-QSHI interface is transported by the edge state that is spin-polarized in the same direction. Thus, an electric potential difference arises between contacts 3-4, which provides an unambiguous proof of edge state spin-polarization in the QSH regime.

**Figure 2.17 – Spin-charge conversion principles.**

- **a)** Schematic diagram of the spin Hall effect. A charge current applied along the $y$-direction generates a pure spin current in the transversal direction due to spin-dependent separation of charges in the presence of SO coupling. **b)** In the inverse spin Hall effect the injection of spin current gives rise to a transverse charge current. **c)** In the presence of an electric field the Fermi surface is displaced and while moving in momentum space, the electrons experience an effective torque which tilts the spins up for $p_y > 0$ and down for $p_y < 0$, creating a net spin polarization in the $z$-direction. **d)** H-bar geometry for the transport measurements of SHE-related phenomena with NM electrodes, where current is applied via one pair of electrodes and the non-local voltage drop associated with a net spin imbalance is detected.
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Rashba interfaces and TI surface states  The presence of SO coupling in materials and at interfaces with broken inversion symmetry opens up new possibilities to generate and detect spin currents via spin-current conversion. The Rashba SO coupling in the presence of structural inversion asymmetry leads to momentum-dependent spin splitting of the band structure, as schematically shown in Fig. 2.18a. In a 2DEG with no external magnetic field applied, the Hamiltonian describing the electron motion is given by $H = \frac{p^2}{2m^*}$ and the momentum-dependent energy is $E(k) = \frac{\hbar^2 k^2}{2m^*}$. $E(k) = E(-k)$ in a system lacking inversion symmetry, whereas $E_\uparrow(k) = E_\downarrow(k)$ when time inversion symmetry holds. Thus, the energy eigenstates $E_{\uparrow\downarrow}(k)$ are two-fold degenerate, i.e., $E_\uparrow(k) = E_\downarrow(k)$, as long as the system’s inversion symmetries are not broken. In the presence of external electric field, SO coupling gives rise to SIA Rashba or Bychkov-Rashba spin splitting of the 2D surface states [125], [126] with the Hamiltonian $H_R = \frac{\hbar^2 k^2}{2m^*} + \alpha_R \sigma(k \times E_z)$, where $\alpha_R$ is the Rashba parameter and $\sigma$ is given by the Pauli spin matrices. The strength of this splitting depends on the SO coupling strength, which scales quadratically with the atomic number. Rashba-split states have been observed in ARPES experiments on the surfaces of noble metals, e.g. Au(111) [38] (Fig. 2.18b), heavy metal surfaces, e.g. Bi(111) [127], ferromagnetic metal surfaces, e.g. Gd(0001) [128], and metallic interfaces, e.g. Bi/Ag(111) [129].
On the other hand, the TRS-protected surface states of 3D TIs also exhibit spin-momentum locking, as described by a Hamiltonian of Rashba type, \( H = \hbar v_F (k_x \sigma_y - k_y \sigma_x) \), with a linear dispersion given by \( E^\pm (k) = \pm \hbar v_F k \). However, unlike the spin-split parabolic bands of metallic surfaces, where back-scattering is permitted, the topology of the TI Dirac cone forbids backscattering involving a spin flip (Fig. 2.18c). Given spin-momentum locking of the surfaces states, electrically induced spin-polarization can be generated within a TI material, which allows for spin generation in the absence of a ferromagnetic injector. In an optical experiment, circularly polarized light can couple to the surface state momentum in order to generate a spin-polarized photocurrent, whose direction can be controlled by the light helicity [130]. TI surface state dispersions have been recorded in (spin-resolved) ARPES experiments, one example being the compound Bi\(_2\)Se\(_3\) (Fig. 2.18d).
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**Edelstein effect (EE) and inverse-Edelstein effect (IEE)** The conversion between spin and charge currents can be realized at 2D Rashba and 3D TI surfaces via the Edelstein and the inverse Edelstein effects (Fig. 2.19). According to Edelstein's theory, a current $j_x$ carried by a helical surface state gives rise to a non-equilibrium spin accumulation $\sigma_y$ in the transverse direction [131] [132]. An external electric field driving a charge current along the $x$-direction induces a shift $\Delta k_x$ of the Fermi contour in the same direction. Due to SO coupling, spin accumulates in the $k_y$-direction.

In the spin-split Rashba band, the free electron parabola is split into two parabolas, which are shifted with respect to $k = 0$. The constant energy contours are two concentric circles in the $k_x$-$k_y$ plane, where the spins are always perpendicular to the $k$-vectors in the 2D plane and the two circles have opposite helicities. The expectation value of the total spin is obtained by summing over all expectation values for all occupied states, such that there is a partial compensation arising from the opposite helicity of the two contributing Fermi circles. The larger radius of the outer circle enables the emergence of a non-zero in-plane net spin density perpendicular to the applied electric field (Fig. 2.19a).

In a TI, there is a single Fermi circle shifting in $k$-space (Fig. 2.19b), such that there is no partial compensation of the induced spin density and therefore a large Edelstein effect is expected here compared to a Rashba system. The underlying mechanism of spin generation is similar to the one in a Rashba system, with the exception of the factor $\hbar v_F$ that replaces the Rashba factor $\alpha_R$. The sign of the spin density is determined by the chirality of the surface state carriers. The larger magnitude of the EE expected for TIs is not only due to the difference in magnitude of the Rashba factor and TI Fermi velocity factor, but also to the different Fermi circle contributions in each system. In a small $k$-vector approximation, the TI Fermi contour can be viewed as equivalent to the inner circle of a Rashba system. Due to the fact that in the latter, there is scattering within the inner circle, as well as between the inner and the outer circles, a larger effect is expected in TIs. The spin density in a TI should hence be Fermi energy independent, while the one arising from the Rashba inner circle is not [133]. In general, the charge-spin conversion process is characterized by the inverse length parameter $q_{ICS}$, which relates the 3D spin density in units of volume to the applied 2D current density in units of area [134]. For a TI system, $q_{ICS} = (v_F \tau)^{-1}$, where $\tau$ is the relaxation time of the non-equilibrium surface state population. Experimentally, the EE has been observed in Bi/Ag metallic interfaces [135] [136] (Rashba type) and in several TIs [137] [87] [90]. The inverse Edelstein effect (IEE) is defined as EE's Onsager reciprocal and involves the emergence of an electric current in the 2D $k$-plane perpendicular to the orientation of an existing non-
Figure 2.19 – Edelstein effects. a) EE in the 2D Rashba surface: A flow of electrons $j_c$ along $k_x$ is associated with a shift $\Delta k$ of the two Fermi contours and gives rise to an overpopulation of spin $\sigma_y$ along $k_y$. b) EE in the 2D TI surface states: A flow of electrons $j_c$ along $k_x$ is associated with a shift $\Delta k$ of the Fermi contour and gives rise to an extra population of spin $\sigma_y$ along $k_y$. c) IEE in the 2D Rashba surface: Injection of a spin current density $\sigma_y$ induces a shift of the two Fermi contours (along the $\pm x$-direction), and therefore a charge current density $j_c$. d) IEE in the 2D TI surface states: Injection of a spin current density $\sigma_y$ induces a shift of the Fermi contour (along the $x$-direction), and accordingly a charge current density $j_c$.

equilibrium spin accumulation. This means that if a net spin polarization is injected into a Rashba or a TI material, it would drive a detectable electric current (Fig. 2.19c,d). This spin-charge conversion process directly relates the charge and spin densities to each other, via $j_c^{2D} = \alpha_{IEE} j_s^{3D}$, where $\alpha_{IEE}$ is the IEE length relating the 2D current density in units of area to a 3D spin density in units of volume [138] [139]. For a TI system, $\alpha_{IEE} = v_F \tau$, while for a Rashba system, $\alpha_{IEE} = \alpha_R \tau \hbar$. The IEE has been observed experimentally for the elemental TI $\alpha$-Sn, where spin-charge conversion is achieved by ferromagnetic resonant (FMR) spin-pumping in a Sn-Ag-Fe-Au
2.3. Spin transport

heterostructure [122], and also by tunneling spin injection into Bi₂Se₃ [93].

2.3.5 Graphene in spintronics

Graphene-based electronics has been intensely developed since the discovery of the 2D material in 2004 [13] [140]. Graphene’s dimensionality, high mobility, and charge carrier concentration tunability render it a suitable component for various electronic devices. These properties make graphene very attractive for spintronic applications as well. Spin injection into graphene has been demonstrated by numerous experiments [141] [111] [142] [143] [144] [145], along with long spin diffusion lengths [146] and long spin lifetimes [147] [148], also at room temperature [149] [150]. Spin transport has been studied in lateral spin valve structures with FM electrodes as spin injectors and detectors, while the graphene strip serves as a transport channel for the spin current. The spin signals are greatly enhanced by incorporating a tunnel barrier at the FM contacts, which increases the spin injection efficiency [108] [110]. Spin injection with transparent contacts, which are strongly coupled to the graphene channel has lower efficiency due to the conductivity mismatch problem and contact-induced relaxation processes, such as interfacial spin scattering or inhomogeneous spin injection and dephasing [151]. Apart from the contact influence, further sources of spin relaxation are defects and impurities, which lead to a greatly decreased experimental values of the spin lifetime on the order of hundreds of picoseconds to few nanoseconds, as compared to the theoretical prediction on the order of a microsecond. The origin of spin relaxation in graphene is still a subject of ongoing research, where the role of contacts is still to be investigated in more detail, including studying the spin life time dependence on contact separation and the presence of spin relaxation anisotropy. Unambiguous proof for spin injection in graphene is the detection of the Hanle effect [152] [148] [144].

Graphene-based spintronic devices with improved performance have been realized based on large-area high-mobility graphene [153], hBN-encapsulated graphene offering the advantage of clean interfaces [154] [145] [155], and suspended graphene where the substrate influence is eliminated [156]. These devices exhibit larger spin diffusion lengths on the order of several microns and longer spin lifetimes on the order of nanoseconds. Spin injection and detection in graphene have also been achieved via spin pumping [157] and non-linear spin detection without FM electrodes [158], respectively.

Owing to the fact that graphene is made up of light carbon atoms and the negligible coupling between π and σ electrons at the Fermi level, it possesses only weak SO coupling on the
order of a few \( \mu \text{eV} \), which derives from \( \pi \) electron hopping between neighboring carbon atoms. Attempts to enhance graphene’s intrinsically small SO interaction aim at realizing the quantum spin Hall phase or utilizing the spin Hall effect. One approach towards SO coupling enhancement is to weakly hydrogenate or fluorinate graphene [159]. Alternatively, the proximity of another layered material with strong SO coupling, such as transition metal dichalcogenides, has been shown to enhance the SOC in graphene [160]. Moreover, the decoration of graphene with heavy adatoms has been proposed to enhance the intrinsic-like SO coupling, whereupon a band gap is opened and graphene enters a QSHI regime featuring gapless edge states [161]. Alternatively, a Rashba-like SO coupling could be induced, which in combination with an exchange field might give rise to the quantum anomalous Hall effect (QAHE) [162] [163].

2.3.6 Topological insulators in spintronics

As opposed to graphene, whose weak SO coupling turns it into a very efficient "spin conserver", the strong SO coupling in TIs makes them relevant as "spin generators". In total, there are three spintronics-relevant distinctions between graphene and TIs. Comparing the two Dirac cones, it is clear that in a TI each momentum is associated with a single conduction and valence band surface state, whereas in graphene, there are four distinct states, associated with spin and valley degrees of freedom. Furthermore, the Fermi energy in graphene is effectively tunable via a gate field, in contrast to most TI materials, which exhibit a large bulk conductivity due to doping effects. Finally, in graphene momentum couples to the pseudo-spin, whereas TIs exhibit strong spin-momentum locking, underlining their potential as spin generators. The SO coupling in the surface states of a 3D TI gives rise to a SO field, which is larger than the elastic spin scattering rate, such that the spin-relaxation time is comparable to the transport scattering time, which is less than a nanosecond [20].

Besides the spin-momentum locking in TIs, which can give rise to current-induced spin polarization, the strong SO coupling can be utilized in order to electrically generate spin-polarization via the spin Hall effect. The magnitude of the SHE is determined by the diffusive transport in the 2D surface states. [164] [165] [166]. A larger SHE signal is expected when the spin current generated by the TI can flow into a low SO coupling material via the proximity effect. In the past couple of years, TIs have been actively investigated as components of spintronic devices. Current-induced spin polarization has been experimentally shown in Bi$_2$Se$_3$ [87] in
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Figure 2.20 – TIs in spintronics. a) Electrically-induced spin polarization in the surface states of Bi$_2$Se$_3$ (adapted from [87]). b) Room temperature spin-charge conversion via FMR spin pumping in α-Sn (adapted from [122]). c) QAHE measured in Cr-doped (BiSb)$_2$Te$_3$ (adapted from [167]). d) Ultrafast laser pulse switching of spin orientation in the surface states of Sb$_2$Te$_3$ (adapted from [168]).

In 2014 (Fig. 2.20a), this has been followed by further TI materials [89] [90] and the detection of spin signals persisting up to room temperature [92]. In these experiments, lateral spin valve devices are used, wherein a TI material is contacted by normal and ferromagnetic electrodes. Owing to spin-momentum coupling of the surface states, no ferromagnetic injector is needed. Instead, current is applied between two normal metal electrodes and the voltage drop arising from spin-polarized current is detected as a function of the magnetization direction of a single ferromagnetic detector.

By utilizing the intrinsic SO coupling in TIs, efficient spin-charge conversion has been demonstrated in α-Sn as an elemental TI [122] (Fig. 2.20b). A net spin polarization is injected into the TI via FMR spin pumping and is converted via the SEE into 2D charge current.

The QAHE had been predicted to exist in magnetically doped TIs and later experimentally observed in Cr-doped (BiSb)$_2$Te$_3$ [167] (Fig. 2.20c). The prospect to develop low power consumption electronics has inspired further investigations of magnetic TIs aiming at observing the effect at higher temperatures [169].

Recently, control of the spin-polarized surface states has been demonstrated by using fem-
tosecond laser pulses in order to achieve ultrafast optical orientation of the spins [168] (Fig. 2.20d).
Experimental techniques

3.1 Chemical vapor deposition

For the synthesis of topological insulator compounds and heterostructures including them, a chemical vapor deposition (CVD) furnace has been set up and optimized to achieve different growth morphologies (Fig. 3.1). The CVD-grown TI compounds explored in this thesis belong to the family of layered metal chalcogenides, like Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Sb$_2$Te$_3$, where quintuple layers are covalently bonded and weakly held together by van der Waals forces. These compounds have been successfully synthesized in a vapor-solid (VS) process as single-crystalline platelets, ribbons, and nanowires.

In a VS process, ultra-pure crystal powder sources were placed in the hot zone of a quartz tube furnace and heated up to their sublimation temperature. Pure Argon gas (6N) carried the evaporated materials downstream towards the growth substrates, which were placed in the colder region of the furnace, with the temperature gradient being used as an important growth parameter. The transport direction was governed by the temperatures of the sources and the deposition substrates and in the case of endothermic reactions, the source vapor was transferred from the hotter to the colder region. This direction was determined by the sign of the reaction enthalpy [170]. The pressure in the furnace was kept constant by the Argon flow rate and the pumping rate. As the evaporated material reached the colder substrates, it nucleated there to form high-quality single crystals with various morphologies. By comparison, a vapor-liquid-solid (VLS) process involves a catalytic metal, which is deposited as a thin layer onto the growth substrates and forms nanodroplets as the substrates are heated up. The droplets act as seeds for the growth of nanowires or nanoribbons.

A primary goal in the synthesis of TI compounds is the proper stoichiometry of the crystals,
which ensures the topological properties. The VS growth of Bi$_2$Se$_3$, for example, is based on decomposition sublimation, involving stoichiometric species of BiSe and Se$_2$ in the gas phase which crystallize as Bi$_2$Se$_3$ onto the colder substrates in a congruent manner. The accessible growth morphologies depend strongly on a set of growth parameters, as outlined in the following.

**Figure 3.1 – Chemical vapor deposition.** Schematic diagram of the CVD furnace setup illustrating the VS growth process. The temperature profile (colored dots) is obtained for $T = 582\, ^\circ\text{C}$ and $p = 80\, \text{mbar}$ and shows the temperature gradient between the source and substrate positions.

**Temperature of source and substrates** The source temperature determines the sublimation rate of the crystal source, while the temperature of the growth substrates influences the morphology of the deposited material.

**Carrier gas flow rate and pressure** The amount of transported vapor material is a function of carrier gas flow and the pressure in the quartz tube. For high pressures, the gas flows in diffusive manner, whereas at lower pressures, its flow is laminar. The amount of transported material depends on the partial pressure gradient.

**Heating rate** The optimal heating rates for the VS growth have been experimentally optimized, such that the heating from room to growth temperature takes place in three steps, namely 25°C/\text{min} for RT→100°C; 80°C/\text{min} for 100°C→400°C; 25°C/\text{min} for 400°C→582°C. Finer tuning of the growth in terms of flake density and thicknesses has been achieved through variation of the third ramp.
3.2. **Atomic force microscopy**

**Growth time**  The thickness and lateral dimensions of the grown TI platelets/ribbons are also a function of the growth time. Typical for the used setup is the longer growth time required for nanowires and ribbons, as compared to nanoplatelets.

**Type of growth substrate**  Although VS growth of TI compounds has been reported on amorphous substrates, the quality of single crystals can be improved by the choice of an appropriate substrate. Ideally, its lattice parameter should be close to that of the material to be grown, in order to minimize the lattice mismatch. Epitaxial growth has been achieved on graphene, hexagonal boron nitride (hBN), and mica. For the electrical contacting of single TI platelets, ribbons, and nanowires, Si substrates coated by 300 nm SiO₂ are used. The structures were mechanically transferred from the growth substrate to marker substrates for further device fabrication.

3.2  **Atomic force microscopy**

In order to investigate the topography of thin film surfaces, atomic force microscopy (AFM) is often employed. In a typical AFM experimental setup, a cantilever is oscillated slightly below its resonant frequency by a piezo-crystal and raster-scanned in close proximity to the sample surface. In this process, a feedback loop maintains a constant oscillation amplitude, and adjusts the distance between the probe and the surface accordingly. As the cantilever is “tapping” onto the surface, a laser beam is reflected off it and collected by a photodiode, thus providing information on the vertical height of the sample surface (Fig. 3.2a). In this manner, a topographical image of the sample surface is obtained in a non-invasive manner. Fig. 3.2b illustrates the tip-sample interaction on an atomic scale, as well as the force, which depends on the distance between the two. Depending on the force range, three accessible AFM scanning regimes, namely contact, non-contact, and taping mode, are defined. Additionally, the cantilever’s oscillation amplitude and the phase of the cantilever relative to the drive signal are also recorded, as shown in Fig. 3.2c. All AFM images in the present work were taken in tapping mode using a Dimension Icon Scanning Probe Microscope by Bruker.
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Figure 3.2 – Atomic force microscopy. a) Principle of operation. b) Zoom into the tip-sample interaction on the atomic level (left) and tip-sample interaction force as a function of tip-surface distance (right). c) Height profile corresponding to the change in height required to maintain a constant cantilever amplitude. Amplitude profile reflecting the change in amplitude, i.e., the probe deflection, relative to the amplitude setpoint. Phase image, displaying the cantilever’s phase relative to the driving oscillator, visualizing surface areas with different chemical properties.

3.3 Electron beam lithography and scanning electron microscopy

Electron beam lithography (EBL) is used to define electrical contacts to the investigated nanostructures. It consists of several components, specifically an electron source, optical setup for electron beam guidance, a deflection unit, a pattern generator, and a laser interferometer controlled stage, as shown in Fig. 3.3a. With their small mass-to-charge ratio, electrons can be easily focused in a stable beam, which is able to penetrate a thick layer of resist without introducing atomic displacements. An advantage of EBL over optical lithography for small structures is the smaller wavelength on the order of picometers, which is several orders of magnitude smaller than the size of the structures written and thus diffraction artifacts are avoided. In order to do this, the substrate is covered with a positive resist, which is chemically modified by the e-beam in the exposed areas into a predefined pattern and is subsequently removed in a developer solvent. Metallic contacts are thermally evaporated onto this mask and after the lift-off process, the deposited metal sticks to the substrate in the exposed areas, while the rest of the underlying resist is removed.
The e-beam writing process is schematically illustrated in Fig. 3.3b. In this work, polymethyl methacrylate (PMMA) resist dissolved in chlorobenzene is used. It is available in a wide range of molecular weights (50 K-950 K), which yield a variety of resist thicknesses and a high resolution in the e-beam writing process. PMMA is spin-coated onto the substrate and baked at 160 °C. The polymer chains of the positive resist are fragmented by the e-beam and subsequently removed by a methyl isobutyl ketone (MIBK) - isopropanol (IPA) mixture (1/3, v/v). In order to determine the optimal dose (in units of μC/cm²), a dose test is performed as a first step of the process optimization. Significant overexposure could lead to crosslinking of the polymer chains, whereby the resist is transformed into a negative one. A further technique involves spin-coating of a bilayer PMMA system where a low molecular PMMA is spin-coated first, followed by a high molecular one on top. The short chains of the lower layer are more sensitive to the e-beam and an undercut is formed, which enables an easier lift-off.

An e-beam writer can also be used as an imaging tool (i.e., a scanning electron microscope, SEM). The beam is scanned across the sample surface and secondary and backscattered electrons are collected by a detector, yielding a surface image with high spatial resolution and excellent topographic contrast. A SEM is used for the investigation of 3D TI thin films and nanostructures investigated within this work.
3.4 Raman spectroscopy

Raman spectroscopy is a powerful, non-invasive technique for material characterization based on inelastic photon scattering. Fig. 3.4a schematically depicts a confocal Raman setup. The laser light of a chosen wavelength illuminates the sample locally (beam spot of ~500 nm) through a microscope objective and the scattered light is analyzed by a monochromator and collected by a CCD camera. The obtained Raman spectrum consists of a series of peaks, whose position indicates the frequency shift of the scattered photons as a chemical and structural fingerprint of a given material. The position, shape, and relative intensity of the Raman peaks provide valuable information on crystallinity and grain boundaries, the presence of lattice defects, contaminations or doping, strain, and the number of layers. By scanning the sample in the $x$-$y$ plane, a Raman map is obtained, which is composed of one spectrum per pixel and provides information on the spatial variation of each Raman peak in the form of intensity contrast. Three distinct scattering events usually occur upon laser illumination of the sample, as schematically illustrated in Fig. 3.4b. Molecules without Raman-active vibrational modes interact elastically with the photons and no Raman shift is observed in what is called Rayleigh scattering. Molecules in the ground state interact inelastically with the incoming photons, such that the scattered photons are shifted to lower frequency. This gives rise to the so-called Stokes peaks. Molecules in an excited vibrational state lose energy to the photons, such that the photons are frequency shifted in the opposite direction, giving rise to anti-Stokes peaks.

Figure 3.4 – Raman spectroscopy. Schematic diagram of the Raman spectroscopy setup, comprised of an optical microscope, lasers of different wavelengths, a monochromator, and a CCD camera (left). Quantum energy transitions for elastic Rayleigh and inelastic Raman scattering (right).
3.5 Cryogenic transport measurements

The electrical transport measurements presented in Chapter 5 and 7 are performed in an Oxford superconducting magnet system (up to 17 T) and a sorption pumped HelioxVL \(^3\)He rotatable insert (Fig. 3.5) with a base temperature of 230 mK. The cryostat has an outer liquid Nitrogen shell and a \(^4\)He inner dewar. In order to cool the sample to 4.2 K, it is mounted to the sample holder and the inner vacuum chamber (IVC) of the insert is pumped down to \(8 \times 10^{-6}\) mbar. The insert is then slowly lowered directly into the \(^4\)He bath, while the He needle valve is continuously flushed with He gas to prevent it from freezing. By pumping on the \(^4\)He reservoir, the temperature decreases further to 1.4 K. In order to reach base temperature, the sorp is heated to 30 K for about 30 min, during which time \(^3\)He gas condenses at the 1 K pot and the sample is further cooled down as all \(^3\)He is liquid in the \(^3\)He pot. As soon as the sorp starts cooling down, the vapor pressure above the liquid \(^3\)He gas is reduced and the sample reaches 230 mK, which remains stable for 2-3 days.

![Diagram of the HelioxVL \(^3\)He insert with rotatable chip socket.](image)

**Figure 3.5 – Low-temperature measurement insert.** Schematic diagram of the HelioxVL \(^3\)He insert with rotatable chip socket.
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The rotatable head of the insert is equipped with 20 metal pins, one of which is electrically connected with the metalized bottom side of the sample and thus back gate voltage can be applied. In order to minimize vibrational noise transmitted along the long cables, a breakout box is mounted directly onto the insert. Low-noise coaxial cables (MCX to BNC) with an additional semiconducting layer between the insulation and the shield provide the electrical connection between the breakout box and the amplifier stage.

The amplifier stage consists of individual modules, which are connected and operated by a bus board transmitting the control and measurement signals from and to the computer. The voltage-source module provides voltages in the ranges 100 mV/V, 10 mV/V, 1 mV/V, and 100 µV/V over the DC BNC input. This signal can be modulated by an AC-amplitude provided as the AC BNC input, which can additionally be scaled down by a factor of 10 or 100 in order to increase the signal-to-noise ratio. The same holds for the current-source, which provides current in the ranges 1 mA/V, 100 µA/V, 10 µA/V, 1 µA/V, 100 nA/V und 10 nA/V and can be offset by a DC bias, which is provided by a Keithley 2400 connected to the DC BNC input. A differential amplifier module measures the voltage drop and provides high impedance signal amplification before digitalization with gains in the range of 1-1000. A separate current-meter module measures the signal with the help of a high-resistance, low-noise operational amplifier, which provides the feedback resistance for the set current range. Gate voltage can be applied either with a Keithley 2400 source-meter, or the gate voltage module, supplying ±100 V with 3 mV resolution.

The electrical transport measurements presented in Chapter 4 and 6 are performed in an Oxford cryostat equipped with a 12 T magnet and a rotatable variable range insert for measurements in the range of 1.3-300 K. The low frequency AC-signal is applied via a 7265 dual phase DSP lock-in amplifier and preamplified using a SRS 560 (Stanford) before digitalization. It can be additionally combined with a Keithley 2400 DC-input via a home-built differential operational amplifier module running on batteries, while the current is monitored by a DLPCA 200 (FEMTO).

All electrical measurements are controlled and recorded via a LabView interface. The important measurement geometries are outlined in the following section.

3.6 Electrical measurement geometries

Two-, three-, and four-terminal resistance  Two-terminal resistance is a sum of the device’s resistance $R_{ch}$ (channel resistance) and the contact resistance $R_c$, since current and voltage are
applied and measured, respectively, via the same electrode pair, as depicted in Fig. 3.6a. For low resistance measurements, where \( R_{ch} \) and \( R_c \) are comparable, this introduces a significant source of error. This problem is avoided by performing the measurements in a four-terminal configuration (Fig. 3.6b), in which current is applied via the outer electrode pair and voltage is measured with the inner pair, called sense leads. Since no current flows through the sense leads, there is essentially no voltage drop between them and the measured voltage \( R_{4T} \) is equivalent to the voltage drop across \( R_{ch} \).

The three-terminal resistance measurement is usually employed to characterize the channel-contact interface, for instance in the case of tunneling contacts. As shown in Fig. 3.6c, in order to characterize contact 2, current is applied between electrodes 1 and 2, while the voltage drop is measured between electrodes 2 and 3. The measured resistance \( R_{3T} \) is the sum of the contact resistance \( R_c \) and the metal leads’ resistance. The latter is usually on the order of several tens to hundreds of Ohms and can be neglected, such that \( R_{3T} = R_c \).
Magnetotransport geometries  Electrical measurements under external magnetic field are performed for characterizing new materials in terms of charge carrier density, doping level, mobility, as well as magnetoresistance effects. The most common device configurations employed, depending on the dimensionality and the geometry of the sample, are the Hall bar and van der Pauw geometry. A Hall bar offers the advantage of recording the longitudinal and the transversal magnetoresistance simultaneously in a single measurement when applying current to the source and drain leads (Fig. 3.7a). The longitudinal and the transverse tensor components of the resistivity are $\rho_{xx} = \frac{V_{xx} W}{I_{xx} L}$ and $\rho_{xy} = \frac{V_{xy}}{I_{xx}}$, respectively, where $V_{xy}$ is the Hall voltage.

![Diagram of Hall bar device](image)

**Figure 3.7 – Hall bar and van der Pauw transport measurement geometries.** a) Hall bar device. b) Different geometries of the van der Pauw method.

In the case of a sample with an arbitrary shape (as often encountered for mechanically cleaved flakes or CVD-grown platelets), the electrical contacts are arranged in a van der Pauw configuration. In order to determine the sheet and Hall resistance (Fig. 3.7b) two sets of measurements are required to account for geometrical errors and possible material anisotropies. The sheet resistance is $R_s = \frac{\rho_{xx}}{d}$, where $d$ is the sample’s thickness and the conductivity $\sigma_{xx}$ is calculated numerically by solving the equation

$$e^{-\pi R_{AB,DC}\sigma_{xx}} + e^{-\pi R_{BC,AD}\sigma_{xx}} = 1. \quad (3.1)$$

The Hall resistance is measured by applying an external magnetic field perpendicular to the sample plane, which is again performed in two contact configurations: $R_{AC,BD}$ and $R_{BD,CA}$. The Hall resistivity can be calculated from the equation

$$\rho_{xy} = \frac{R_{AC,BD}(B) - R_{AC,BD}(0) + R_{BD,CA}(B) - R_{BD,CA}(0)}{2}. \quad (3.2)$$

The four-terminal geometry (Fig. 3.6c) yields only the longitudinal resistance, which is multiplied by the width-to-length ratio of the channel between the sense leads in order to derive
the sheet resistance of the material.

**Spin measurement geometries**  All spin measurements are performed in a constant current mode, provided either by the constant current source of the amplification box, or by using a voltage divider, with the device connected in series with a much larger resistance (at least 2 orders of magnitude). In this manner, small changes in the measured voltage can be detected, which comprise the spin signal.

To probe the spin transport in the measured devices, a lateral spin valve geometry is employed. Here, one distinguishes between local and non-local configurations, as depicted in Fig. 2.13. In the local one, charge and spin current coexist and hence effects such as non-uniform spin injection or stray magnetic fields arising from the ferromagnetic contacts can give rise to in-plane magnetoresistance and Hall effects, which are co-linear with the spin signal. In the non-local geometry, the detector electrodes are placed outside of the electrical current path. Thus, only diffusing spins propagate between injector and detector and the measured voltage drop originates from the spin current only. When one-and-the-same electrode is used as both injector and detector in a non-local, three-terminal measurement (similar to the one used for determining contact resistance in Fig. 3.6c), the spin accumulation underneath is effectively probed.

### 3.7 TI device fabrication

In the following, details of the fabrication steps are described, which are of utmost importance for obtaining reproducible electrical contacts on TIs.

**i** CVD-grown TI structures are mechanically transferred onto Si/SiO$_2$ substrates, which are pretreated with oxygen plasma (100 W, 0.3 mTorr, 10 min) and heated up to 130 °C in order to obtain a clean surface and improve the adhesion of the TI structures.

**ii** For the EBL process, a double layer of PMMA resist is spin-coated onto the substrate (200 K, 3.5% followed by 950 K, 2.5%), in order to create an undercut while retaining high resolution and stability against argon or oxygen plasma treatment. The substrate is baked at 160 °C after each spin-coating step. The EBL process has been developed to ensure reproducibility for all fabricated samples. The positive PMMA resist is irradiated with the e-beam through a 10µm aperture at 20 kV acceleration voltage. A larger aperture of 120µm is used for
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large structures, such as large leads and bonding pads. The exposed sample is subsequently developed in MIBK and IPA in accordance to the thickness of the PMMA layers.

(iii) Treatment of the contact area prior to metal evaporation has proven crucial for obtaining Ohmic contacts. Several methods have been tested, which have led to varying degree of reproducibility. Originally, the contact area has been treated by dipping the substrate in a solution of 36% HCl for a couple of minutes or by exposing it to Argon plasma (200 W, 0.3 mTorr) for 50 sec. In both cases, the sample is glued to a sample holder and transferred quickly to the evaporation chamber after the pretreatment. In this case, contact resistances on the order of 1-20 kΩ have been obtained. Later on, an Argon milling process has been developed followed by metal evaporation in-situ without breaking the vacuum in a new evaporation chamber with a low base pressure of $3 \times 10^{-8}$ mbar (Fig. 3.8). This protocol has immensely increased the reproducibility of the electrical contacts and contact resistances within 1 kΩ have been achieved, as well as a certain degree of contact resistance tunability by exposing the contact area to O$_2$ atmosphere in-situ after the Argon milling step and prior to the metal evaporation.

(iv) For the spin valve devices, a reliable and reproducible fabrication of ferromagnetic electrodes is crucial. Their quality and properties are strongly influenced by the evaporation pressure in the vacuum chamber, specifically the presence of cross-contaminations and adsorbed water and oxygen. In order to ensure the cleanest possible environment, Titanium can be evaporated against the shutter in order to trap water and oxygen released while the sample stage is heated up to 70 °C. After evaporation of the ferromagnetic contacts (e.g., Co) at the lowest possible pressure of $6 \times 10^{-8}$ mbar, they are capped by 10 nm of Au in order to prevent their oxidation under ambient atmosphere.

(v) For the graphene/TI heterostructure devices, the graphene film is patterned into a laterally narrow channel by means of reactive ion etching (RIE), which requires an additional EBL step. For etching, the sample is exposed to a directed Argon/Oxygen plasma (Ar flow of 100 sccm, O$_2$ flow of 11 sccm, power of 48 W, and process pressure of 0.05 mbar) in three 5 second cycles, while allowing the substrate to cool down for 15 min after each cycle.
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Figure 3.8 – In situ contact preparation. a) Evaporation vacuum chamber equipped with thermal evaporation sources and Argon ion source. The sample is mounted onto the angular piece attached to the sample holder, whose temperature and rotation can be controlled. At the bottom, a schematic diagram of the ion source and its principle of operation is shown. b-d) AFM images for the optimization of an Argon milling process for in situ contact pretreatment prior to metal evaporation with varying parameters – $V = 170\,\text{V}$, $I = 1.5\,\text{A}$ (b); $V = 150\,\text{V}$, $I = 1\,\text{A}$ (c); $V = 100\,\text{V}$, $I = 0.5\,\text{A}$ (d); $V = 80\,\text{V}$, $I = 0.4\,\text{A}$ (e).
Complementary to ARPES and spin-resolved ARPES, the electronic properties of 3D TIs need to be evaluated by electrical transport experiments. So far, this task has proven challenging, due to imperfections in real TI materials that hinder the observation of surface state related phenomena in the presence of interfering bulk state contributions. Since Bi-based chalco-genides have been identified as 3D TIs, more complex TI materials have been predicted and it has been subsequently shown that their Dirac cone properties can be tuned via chemical doping and improved synthesis methods. Currently available 3D TIs offer a rich experimental platform for fundamental science and as new methods are developed to access the full potential of their exotic electronic properties, they emerge as promising components of novel spintronic devices.

Within the scope of this work, different Dirac materials have been investigated with the prospect of incorporating at least one of them into a spin valve device. Two CVD furnaces have been setup for the vapor-solid (VS) growth of $\text{Sb}_2\text{Te}_3$ and $\text{Bi}_2\text{Te}_2\text{Se}$. These two compounds are p- and n-doped, respectively, which also opens up the possibility to use heteroepitaxy in order to grow vertical or lateral heterostructures and to fabricate TI p-n junctions [171].

Another Dirac material studied here is $\text{ZrTe}_5$, whose electronic properties have been investigated by magnetotransport experiments. Its layered structure makes it possible to obtain $\text{ZrTe}_5$ monolayers which theory predicts to be a 2D TI with 1D edge states.

Finally, a naturally occurring TI, Aleksite, has been studied, in particular the dependence of its electronic properties on the dimensionality of the exfoliated nanostructures.
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4.1 Chemically synthesized ZrTe$_5$

In contrast to the thoroughly studied 3D TIs, only few examples of 2D TIs have been investigated. 2D TIs are QSH insulators, which host spin-polarized edge states allowing for dissipationless transport when TRS is preserved [18]. Graphene has been used as a model system for the theoretical description of the QSH state, but its small SO coupling on the order of a few $\mu$eV does not permit the observation of the QSHE in pristine graphene [21]. So far, the QSH effect has been experimentally observed in HgTe/CdTe [27] and InAs/GaSb [172][173] quantum wells, which requires considerable fabrication effort and very low temperatures. Materials hosting 1D edge channels should ideally be layered materials with a large band gap and large SO coupling. Recently, a monolayer of ZrTe$_5$ with a large band gap on the order of 100 meV and a layered crystal structure has been predicted to satisfy these requirements [174]. Theoretical studies of its band structure furthermore suggest that 3D ZrTe$_5$ crystals lie at the boundary between weak and strong TIs.

4.1.1 Synthesis, initial characterization and device fabrication

ZrTe$_5$ forms layered orthorhombic crystals in the $Cmcm(D_{17}^{17})$ point group [175]. ZrTe$_3$ chains and zig-zag Te chains are linked along the c-direction such that ZrTe$_5$ planes stack along the b-direction and are weakly bound by van der Waals forces. The 2D sheets of ZrTe$_5$ are formed in the a-c plane, as apparent from the top view in Fig. 4.1a. The compound has been synthesized by Dr. L. Schoop at the Nanochemistry department of the Max Planck Institute for Solid State Research. Long needle-like crystals of ZrTe$_5$ from a Zr-Te melt, which is left to cool down to room temperature. They are stored under vacuum in order to prevent oxidation and before exfoliation, the Si/SiO$_2$ substrates are pretreated by O$_2$-plasma, as shown in Fig. 4.1b. This layered material with weak interlayer bonding can be easily exfoliated into thin flat ribbons, with a height of 8 – 50 nm and lateral sizes of 50 – 500 nm, as concluded from AFM topographical measurements (Fig. 4.1c).

After mechanical exfoliation of the crystals onto Si/SiO$_2$ substrates and AFM height characterization, Raman spectroscopy has been performed in order to confirm the stoichiometry of the compound, as shown in Fig. 4.1d. All Raman spectra ($\lambda = 532$ nm) have been obtained immediately after exfoliation in order to prevent surface oxidation or altering of the surface in ambient conditions. In the experimentally accessible range, eight characteristic Raman peaks of ZrTe$_5$ are observed. The peaks corresponding to the $A_g$ symmetry group are located at 179 cm$^{-1}$, 144 cm$^{-1}$, 117.65 cm$^{-1}$, 114.2 cm$^{-1}$, and 39 cm$^{-1}$. The peaks corresponding to
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![Figure 4.1 – Initial characterization of ZrTe$_5$ single crystals. a) Schematic representation of the projection of the 3D crystal structure onto the a-c plane (top view) and onto the b-c plane (side view), where the b-axis corresponds to the stacking direction. b) Optical micrograph of mechanically cleaved ZrTe$_5$ thin ribbons on SiO$_2$. c) AFM image and height profile of a 19 nm thick ribbon, revealing a smoothly cleaved surface. d) Raman spectrum of ZrTe$_5$ obtained at room temperature with 532 nm laser light. The characteristic peaks confirm the crystal stoichiometry.

the B$_{2g}$ symmetry group are located at 84 cm$^{-1}$ and 69.2 cm$^{-1}$, and belong to the shearing mode of the Te(II) pairs and to the zig-zag chains of Te(III) atoms, which are displaced along the c-axis. They are ascribed to the 1D character of the pentatelluride family of compounds. All peak energies are in good agreement with previously published Raman data [176].

For investigating the electronic transport properties of ZrTe$_5$, devices have been fabricated by electrically contacting thin sheets/ribbons of the exfoliated material. Importantly, the material is found to be temperature sensitive and to lose its structural stability, as apparent from the increased surface roughness and bubble formation above 110 °C. Therefore, the EBL resist is baked at only 90 °C. The electrical contacts consist of thermally evaporated Ti(2 nm)/Au(50 nm) and are arranged in a Hall bar geometry. The contact areas are pre-treated by an Ar-milling
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process *in-situ* prior to metal evaporation.

### 4.1.2 Magnetotransport properties

In order to characterize ZrTe$_5$, magnetotransport measurements are performed on an exfoliated 19 nm thin ribbon electrically contacted in a Hall bar geometry (see *Fig. 4.2a*). The Hall resistance indicates n-doping of the material at low temperature ($T = 1.3$ K), consistent with previous reports [177]. Moreover, a charge carrier density $n_{3D} = 4.5 \times 10^{18}$ cm$^{-3}$ is extracted from the Hall slope. The sheet resistance yields a high mobility $\mu = 3720$ cm$^2$/Vs.

Two sets of magnetoconductance data are obtained for the device in *Fig. 4.2a*, corresponding to positive and negative back gate voltage. As seen in *Fig. 4.3f*, the gate voltage changes the magnetoconductance characteristic, i.e., for $V_g = +60$ V it is roughly parabolic, while for $V_g = -60$ V, it approaches a linear behavior.

For negative gate voltage, the low-temperature magnetoconductance exhibits a WAL effect at low B-fields, which is studied as a function of tilting angle and temperature. In order to probe the WAL dimensionality, the sample is tilted in magnetic field, such that $\theta = 0^\circ$ corresponds to in-plane magnetic field and $\theta = 90^\circ$ to out-of-plane magnetic field. The WAL peak is most pronounced under normal B-field, and almost disappears for in-plane B-field, as seen in *Fig. 4.2b*. The magnetoconductance plotted as a function of the normal field component in *Fig. 4.2c* reveals that all angle-dependent curves fall closely on top of one another, indicating a 2D character of the WAL effect, i.e., a sizable contribution from the surface states.

The magnetoconductance data in *Fig. 4.2d*, obtained up to $\pm 12$ T, exhibits a linear behavior, in analogy to previous studies on Bi$_2$Se$_3$ [178] and Bi$_2$Te$_3$ [179], for which it has been attributed to the topological surface states and in some cases could be tuned by the gate voltage [180]. At lower B-fields, pronounced oscillations attributable to universal conductance fluctuations (UCF) have been observed. The low-field magnetoconductance data could be well-fitted by the HLN model for 2D localization (*Eqn. 2.1*). From the fits at different temperatures (*Fig. 4.2e*), a phase coherence length of 238 nm at 1.3 K and alpha factor $\alpha = -0.51$ have been extracted, the latter value pointing toward only one surface channel contributing to the overall conductance (see Section 2.2.2). As apparent from *Fig. 4.2f*, the phase coherence length decreases with increasing temperature, which can be ascribed to enhanced electron–phonon and electron–electron interactions [71]. A data fit by a power law yields $L_\phi \propto T^{-0.58}$, which further supports the 2D nature of the WAL in the measured samples.
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Figure 4.2 – Temperature and angle dependent mangetotransport in ZrTe$_5$ for negative gate voltage. a) SEM image of one of the measured devices, comprised of a 19 nm thin ribbon, contacted in a Hall bar geometry with Ti/Au electrodes. b) Angle-dependent magnetoconductance in the range ±12 T. The inset is a schematic diagram of the tilting angle of the sample. c) Overlapping of the angle-dependent curves, which are plotted as a function of the normal field component. d) Temperature-dependent magnetoconductance up to $T = 12$ K, which exhibits a nearly linear behavior at $V_g = -60$ V, indicative of surface state contribution. e) Pronounced WAL effect at low B-fields, which is fitted by the HLN model for 2D localization. f) Phase coherence length extracted from the WAL fits plotted as a function of temperature. The temperature dependence closely follows a power law, yielding $L_\phi = 238$ nm at $T = 1.3$ K and $\alpha = -0.51$. 
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The second set of magnetoconductance data was obtained for the same device at \( V_g = +60 \, \text{V} \). Here WAL up to \( T = 35 \, \text{K} \) was recorded and fitted with the HNL model, resulting in a phase coherence length \( L_\phi = 279 \, \text{nm} \) at \( T = 1.3 \, \text{K} \) and an alpha factor \( \alpha = -0.48 \) (Fig. 4.3b,c). Tilting the sample in B-field and plotting the magnetoconductance as a function of the magnetic field component normal to the surface (Fig. 4.3d,e) again results in a close overlap for all angles, reflecting a 2D surface state contribution. The quantum oscillations here are observed even at higher fields and can be attributed to overlapping UCFs [71] and SdH oscillations [181].

The magnetotransport study of ZrTe\(_5\) provides a promising perspective along several directions. The relatively large mobility, compared to the other investigated TI materials, might be further enhanced for example by optimizing the exfoliation method and by transferring the material onto an atomically flat substrate, such as hBN. This could enable the observation of well-developed SdH oscillations, whose angular dependence in magnetic field along different crystal axes may provide access to the shape of the Fermi surface and yield further proof for the 2D transport mediated by Dirac fermions [177].

Furthermore, it has been demonstrated that the charge carrier type in ZrTe\(_5\) can be tuned via temperature, changing from n-type at low temperature to p-type at higher temperatures [177]. Thus, the two doping regimes could be further explored by performing temperature-dependent magnetotransport measurements up to room temperature. In such experiments, electrostatic gating of ultra-thin ZrTe\(_5\) sheets could be attempted via a global back gate or locally via a top gate. The film thickness could prove essential, as it has been predicted that a ZrTe\(_5\) monolayer hosts 1D edge states, which may enable observation of the QSHE [174]. Recently, scanning tunneling microscopy experiments have provided evidence for the presence of topological edge states and a large band gap of 80-100 meV in ZrTe\(_5\) [182] [183].
4.1. Chemically synthesized ZrTe\textsubscript{5}

Figure 4.3 – Temperature and angle dependent magnetotransport in ZrTe\textsubscript{5} for positive gate voltage. 

a) Temperature-dependent magnetoconductance up to $T = 35$ K. 

b) Pronounced WAL effect at low fields for the same temperature range, which is fitted by HLN model for 2D localization. 

c) Phase coherence length extracted from the WAL fits plotted as a function of temperature. Its temperature dependence can be well described by a power law, yielding $L_{\phi} = 279$ nm at $T = 1.3$ K and $\alpha = -0.48$. 

d) Angle-dependent magnetoconductance in the range $\pm 12$ T. The inset is a schematic diagram of the tilting angle of the sample. 

e) Overlapping of the angle-dependent curves, which are plotted as a function of the normal B-field component. 

f) Tuning of the high-field magnetoconductance with gate voltage and transition from parabolic (positive gate) to linear (negative gate) behavior.
4.2 Aleksite as natural topological insulator

In 2013, topological properties have been identified for the first time in a naturally occurring mineral, called Kawazulite [57]. The crystal contains heavy elements, specifically Bi, Te and Se, which give rise to strong SO coupling that imparts a topologically non-trivial band structure. The mineral was characterized by photoemission and magnetotransport measurements in order to investigate its surface state properties and determine whether a naturally occurring TI might offer certain advantages when compared to artificially synthesized materials, such as the presence of less defects in the crystal structure, which would lead to more pronounced surface-related effects and reduced bulk contribution to the conduction. Further candidates are the minerals belonging to the Tetradyrmite and the Aleksite group. Theoretical studies of the Aleksite family, comprising quaternary minerals with layered structure, predict large band gaps and large spin polarization [184]. Here, the electronic properties of one of these materials are investigated, namely Aleksite with the chemical formula PbBi$_2$Te$_2$S$_2$.

4.2.1 Initial characterization and device fabrication

As distinguished from other TI materials investigated, the crystal structure of Aleksite belongs to the $P\bar{3}m1$ space group and contains blocks of seven layers, rather than quintuple ones, that are weakly bonded by van der Waals forces. Fig. 4.4a shows the schematic crystal structure of such a seven-layer block, composed of Te–Bi–S–Pb–S–Bi–Te atomic planes. In order to investigate the properties of Aleksite, the microcrystal was mechanically exfoliated onto Si/SiO$_2$ substrates and the as-obtained thin flakes were examined by AFM. Fig. 4.4b,c show the topography and the height profile, respectively, of a 28 nm thick ribbon.

In order to confirm the existence of gapless surface states, ARPES measurements have been performed on a freshly cleaved crystal at 100 K in UHV. In Fig. 4.4d, a diagram of the predicted band structure is shown (partially adapted from [184]), together with the experimental band structure, as recorded in the photoemission experiment (Fig. 4.4e). The rather weak signal is due to the small sample size, as only tiny micro-crystals of the material were available. A Dirac cone shaped band structure between two bulk bands could be nevertheless identified and a band gap of about 300 meV estimated. Also evident from the experimental ARPES data was the position of the Fermi level within the conduction band.

Atomic resolution of the crystal lattice is provided by scanning tunneling electron microscopy (STEM) measurements. To this end, Aleksite thin flakes are exfoliated and transferred to a STEM carbon grid. The obtained diffraction pattern, shown in Fig. 4.4f, signifies a single crys-
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Figure 4.4 – Initial characterization of Aleksite thin crystals. a) Schematic depiction of a seven-layer stack composed of Te-Bi-S-Pb atomic planes bonded by weak van der Waals forces. b) AFM topography of a mechanically exfoliated 28 nm thin Aleksite flake. c) AFM height profile taken along the grey line in panel b. d) Schematic band structure of Aleksite. e) Experimental ARPES data revealing the presence of surface states inside the bulk band gap. f) STEM measurement of a cleaved thin Aleksite flake rendering an electron diffraction pattern of a hexagonal crystal structure. g) High resolution STEM image of a thin Aleksite flake.

tal with hexagonal symmetry. The orientation-dependent lattice spacings of 1.34, 1.72, 1.83, 2.76, and 3.01 Å were extracted, which agree reasonably well with previously reported values gained from X-ray diffraction experiments [185] and theoretical calculations [184]. Fig. 4.4g presents an atomic resolution STEM image of a thin region of an Aleksite flake, revealing a poly-crystalline structure with multiple crystal orientations.

In order to perform magnetotransport measurements on Aleksite, the microcrystal was mechanically cleaved and transferred onto Si/SiO\(_2\) substrates for device fabrication. The structures were electrically contacted with Ti(4 nm)/Au(60 nm) electrodes thermally evaporated after contact area pretreatment with 50 s Argon plasma (as described in Section 3.7).

4.2.2 Magnetotransport properties

The exfoliated thin Aleksite films have been electrically contacted in four-terminal or van der Pauw geometry. An averaged Hall mobility on the order of \(\mu = 900 \text{ cm}^2/\text{Vs}\) and a carrier
density \( n_{3D} = 3.9 \times 10^{19} \text{ cm}^{-3} \) are found at \( T = 1.4 \text{ K} \). The sign of the Hall coefficient and the high charge carrier density \([62]\) indicate strong n-doping of the material, consistent with the position of the Fermi level in the ARPES measurements.

The electrical measurements of thin Aleksite flakes reveal a very low channel resistance on the order of several Ohms at low temperature. Such low-Ohmic devices are extremely sensitive and moreover the magnitude of the magnetoresistance effects is very small and hence difficult to detect. In order to increase the overall channel resistance thin ribbons are contacted in a four-terminal geometry with maximized spacing between the voltage probe contacts. Such a device is shown in Fig. 4.5a, while the AFM topography of the contacted 19 nm thin and 240 nm wide ribbon is presented in Fig. 4.5b. The corrected low-field magnetoconductance \( \Delta \sigma_{xx} = \sigma_{xx}(B) - \sigma_{xx}(0) \) exhibits a pronounced WAL effect and is recorded in dependence of temperature for several Aleksite ribbons of different lateral width. The most important observation relates to how well the WAL peak can be fitted with the standard HNL equation for 2D transport. For the ribbons with lateral widths larger that 250 nm, the fit works well, whereas for ribbons less than 250 nm wide, the model is unable to fit the data, as follows from the lack of physical significance of the obtained large values of the alpha factor. Furthermore, the extracted values for the phase coherence length exceed the physical width of those ribbons, further implying that transport of lower dimensionality occurs. Two groups of devices are thus investigated, based on the width threshold \( W = 250 \text{ nm} \) in order to confirm a possible dimensional crossover from 2D to 1D transport in Aleksite. For fitting the magnetoconductance in Fig. 4.5c, an alternative model for 1D transport is employed, which has been proposed by Altshuler et al. \([186]\):

\[
\Delta \sigma = \frac{e^2}{\sqrt{2\pi \hbar}} \frac{L_n}{W} \left\{ \frac{\text{Ai}(x)}{\text{Ai}'(x)} \left[ \frac{L_n^2}{L_{\phi}'} \right] - \frac{\text{Ai}(x)}{\text{Ai}'(x)} \left[ \frac{2}{3} \frac{L_n^2}{L_{\phi}'} \right] \right\} (4.1)
\]

where \( W \) is the width of the ribbon, \( L_n \) is the Nquist dephasing length, \( L_{\phi} \) is the phase coherence length, and \( \text{Ai} \) and \( \text{Ai}' \) are the Airy function and its first derivative, respectively. From the 1D fits of the WAL peaks, as shown in Fig. 4.5c, a phase coherence length \( L_{\phi} = 914 \text{ nm} \) and a Nquist length \( L_n = 410 \text{ nm} \) are extracted. They are plotted as a function of temperature in Fig. 4.5d and fitted with a power law, which indicates \( L_{\phi} \propto T^{-0.3} \) and \( L_n \propto T^{-0.34} \). According to theory, the coherence lengths should scale as \( T^{-1/2} \) in a 2D system and as \( T^{-1/3} \) in a 1D system \([187]\) \([69]\). The latter dependence is consistent with the experimental observations for all devices with width below 250 nm.

To further support the 1D nature of the magnetotransport in the narrow Aleksite nanoribbons, the high field magnetoconductance is recorded and after background subtraction, the temper-
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Figure 4.5 – 1D magnetotransport in a thin Aleksite ribbon. a) SEM image of a mechanically exfoliated and electrically contacted ribbon. b) AFM topography of the same 19 nm thick and 240 nm wide ribbon. c) Corrected low-field magnetoconductance fitted by a 1D model for diffusive transport. The curves are offset for clarity. d) Temperature dependence of the characteristic scattering lengths, which scale with temperature consistently for transport in a 1D system. e) Universal conductance fluctuations (UCFs) in the magnetoconductance after background subtraction plotted for a range of temperatures. The UCF amplitude is seen to decrease with increasing temperature. f) Root mean square (rms) of the UCFs as a function of the phase coherence length extracted from the 1D fits of the WAL peaks.
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The temperature dependent amplitude of the universal conductance fluctuations (UCFs) is analyzed, as illustrated in Fig. 4.5e. The relationship between the root mean square of the UCFs and the phase coherence length reflects the dimensionality $d$ of the observed effects and is given by

$$\text{rms}({\Delta \sigma_{xx}}) \propto L_{\phi}^{(4-d)/2}$$  \hspace{1cm} (4.2)

Fig. 4.5f shows this relationship, which can be well fitted linearly ($\text{rms}({\Delta \sigma_{xx}}) \propto L_{\phi}^{1.5}$). According to Eqn. 4.2, this corresponds to $d = 1$, thus confirming the 1D character of the system. One of the devices whose lateral width $W = 476$ nm exceeds the threshold is shown in Fig. 4.6a. The AFM analysis shows a similar thickness of 18 nm like for the ribbon in Fig. 4.5. In the present case, the corrected low-field magnetoconductance $\Delta \sigma_{xx}$ can be well fitted with the HLN model, rendering $L_{\phi} = 493$ nm at $T = 1.4$ K and $\alpha = -1.3$. The latter value points towards the participation of two transport channels. The phase coherence length follows a $T^{-0.44}$ dependence on temperature, confirming the genuine 2D nature of the WAL effect.

The analysis of the UCF oscillations reveals that their amplitude is slightly smaller than the one found for the narrow ribbon devices, and their root mean square scales linearly with the phase coherence length, consistent with 2D transport, as apparent from Eqn. 4.2.

In conclusion, the magnetotransport properties of thin Aleksite samples are of a diffusive conductor whose surface state contribution to the conductance is evident from the presence and characteristics of the WAL effect, as well as the pronounced UCFs. Importantly, the nature of the transport changes from 2D to 1D when the physical size of the sample is reduced beneath a certain sample width, in which case coherence lengths well above the sample width are found.
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Figure 4.6 – 2D magnetotransport in a wider Aleksite ribbon. 

- **a)** SEM image of a mechanically exfoliated and electrically contacted ribbon, whose lateral width is larger than 250 nm. 
- **b)** AFM topography of the same 18 nm thick and 476 nm wide ribbon. 
- **c)** Corrected low-field magnetoconductance fitted by the HLN model for 2D diffusive transport. 
- **d)** Temperature dependence of the extracted phase coherence length, which scales with temperature consistently for transport in a 2D system. 
- **e)** Universal conductance fluctuations (UCFs) in the magnetoconductance after background subtraction plotted for a range of temperatures. The UCF amplitude decreases with rising temperature. 
- **f)** Root mean square (rms) of the UCFs as a function of the phase coherence length extracted from the HLN fits of the WAL peaks.
4.3 CVD-grown Sb$_2$Te$_3$

4.3.1 Van der Waals epitaxial growth

A new two-zone horizontal tube furnace with a 1-inch quartz tube has been set up, which has a stable temperature profile with reproducible heating rates and offers precise control of the substrate temperature. The chalcogenide Sb$_2$Te$_3$ is chosen as a starting material in order to establish the initial growth parameters. Its topological surface states were observed in ARPES measurements by Zhang et al. [188] Due to Sb–Te anti-site defects in the rhombohedral crystal structure, the compound is usually strongly p-doped and the $E_F$ crosses the double valence band (Fig. 4.7a). The crystal structure is composed of Te–Sb–Te–Sb–Te quintuple layers (Fig. 4.7b), which are weakly connected by van der Waals forces, such that thin layers of Sb$_2$Te$_3$ crystals can be easily cleaved or mechanically transferred from a growth substrate and investigated in transport experiments.

Sb$_2$Te$_3$ thin platelets are synthesized by a catalyst-free VS process. Ultra-pure Sb$_2$Te$_3$ crystal source (99.999 % purity, Alfa Aesar) is placed in the hot zone of the furnace, while the substrates are located in the colder region downstream. The growth is strongly dependent on the precise temperature control. The best results are achieved for a two-ramp process, in which the source and the growth substrates can be heated separately, namely: RT-300 °C with 40 °/min and 300-550 °C with 50 °/min (source); RT-300 °C with 40 °/min and 300-450 with 20 °/min (substrates)
and a growth time of 30 min. A constant ultra-pure Argon flow carries the evaporated material to the substrates where single crystals form. **Fig. 4.8a,b** shows the representative results of a catalyst-free VS growth of single crystalline thin platelets on SiO$_2$ (a) and on graphene (b). Typical platelet thicknesses are in the range of 6-100 nm and their lateral sizes reach up to 20 µm on SiO$_2$. In order to confirm the stoichiometry, Raman spectra have been acquired. **Fig. 4.8c** shows the spectrum of a representative sub-50 nm thick Sb$_2$Te$_3$ platelet excited with 633 nm laser light. It displays the $E_g$ peak at 112 cm$^{-1}$ and the $A_{1g}$ peak at 165 cm$^{-1}$, both in accordance with the report by Richter et al. [189]. The X-ray diffractogram in **Fig. 4.8d** of a Sb$_2$Te$_3$ film exhibits peaks corresponding to the (00l) planes, which is an indication for c-axis oriented growth, in agreement with previous reports [190] [191]. The reflection peaks are indexed based on Sb$_2$Te$_3$ with a rhombohedral structure.

**Figure 4.8 – CVD-grown Sb$_2$Te$_3$ on different substrates.** a) AFM image of a 14 nm thick Sb$_2$Te$_3$ platelet on SiO$_2$. b) AFM image of a 6 µm long and 8 nm thick Sb$_2$Te$_3$ platelet on a graphene monolayer. The dashed lines indicate the edges of the Sb$_2$Te$_3$ epitaxial terraces and the graphene strip, respectively. The corresponding height profiles are shown at the bottom. c) Raman spectrum of a sub-50 nm Sb$_2$Te$_3$ platelet at 633 nm laser excitation, displaying the $E_g$ peak at 112 cm$^{-1}$ and the $A_{1g}$ peak at 165 cm$^{-1}$. d) XRD pattern of the synthesized platelets on SiO$_2$. The reflections from the (00l) planes indicate c-axis growth of the Sb$_2$Te$_3$. 
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4.3.2 Device fabrication

Growth substrates covered by Sb$_2$Te$_3$ platelets are manually pressed onto Si/SiO$_2$ (300 nm) substrates, on which an array of markers (Ti(10 nm)/AuPd(30 nm)) has been defined. If needed, the substrates are sonicated at low power for a couple of seconds in order to remove larger structures from the surface. The transferred platelets are investigated by optical and atomic force microscopy, and thin flat platelets are chosen for electrical contacting in Hall bar or van der Pauw geometry. The electrical contacts are defined by EBL patterning, followed by Argon milling in order to remove surface oxide, resist residues, or adsorbates, and finally evaporation of Ti (2 nm)/Au (50 nm) and lift-off in acetone at 45°C. The contact area pretreatment and metal evaporation are done in-situ without breaking the vacuum, as described in Section 3.7.

4.3.3 Magnetotransport properties

Charge transport measurements have been performed at 1.4 K with external magnetic field applied normal to the sample surface. The first CVD grown flakes are found to have thicknesses in the range 40–150 nm. Hall bars have been fabricated, as exemplified by the optical micrograph in Fig. 4.9a. The longitudinal resistance $R_{xx}$ is seen to decrease as the sample is cooled down, which indicates metallic behavior and correspondingly strong doping of the Sb$_2$Te$_3$ sheets (Fig. 4.9b). The magnetoresistance exhibits conventional parabolic behavior without quantum correction at zero magnetic field. The slightly non-linear Hall resistance (Fig. 4.9c) suggests two parallel surface and bulk transport channels, as expected from the band structure of the compound. It is difficult to tune the position of the Fermi level via electrostatic gating, as evidenced by the Hall resistance curves obtained for different back gate voltages.

By further optimization of the CVD growth parameters, thinner platelets have been obtained, as depicted in Fig. 4.10a. The Hall and magnetoresistance, shown in Fig. 4.10b,c, yield a charge carrier density on the order of $10^{19}$ cm$^{-3}$. Fermi level pinning in the valence band is concluded from the gate voltage dependent magnetoconductance, which remains unchanged up to $V_g = +110$ V. However, at low magnetic fields, a WAL peak appears (Fig. 4.10c (inset)). Fig. 4.10d,e show the temperature dependence of the WAL peak up to $T = 20$ K (panel d) and the phase coherence length (panel e), which is extracted from the HLN model fits of the WAL peaks and scales as $L_\phi \propto T^{-0.52}$, suggesting a 2D contribution to the conductance.
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Figure 4.9 – First electric measurements of Sb$_2$Te$_3$ devices. a) A 45 nm thin platelet electrically contacted in a Hall bar geometry. b) Decreasing longitudinal resistance upon cooling, indicating metallic behavior and hence strong p-doping of the Sb$_2$Te$_3$. c) Magnetoconductance exhibiting conventional parabolic behavior ($R_{xx} \propto (\mu B)^2$) indicative of a strong bulk contribution. The slightly non-linear Hall resistance for different gate voltages suggests two parallel transport channels. A mobility of 600 cm$^2$/Vs and a charge carrier density $n_{3D} = 10^{19}$ cm$^{-3}$ are extracted.

Figure 4.10 – Transport measurements on thinner Sb$_2$Te$_3$ platelets. a) Optical image of a 15 nm thick platelet contacted in van der Pauw geometry. b) Hall resistance indicating strong p-doping. c) Magnetococonductance exhibiting parabolic behavior for different gate voltages and a WAL correction peak at low fields (inset). d) Temperature dependence of the WAL peak in the range of 1.4-20 K at low B-fields. e) Temperature dependence of the phase coherence length extracted using the 2D HLN model.
4.4 CVD-grown Bi$_2$Te$_2$Se

4.4.1 Van der Waals epitaxial growth and initial characterization

The ternary tetradymite Bi$_2$Te$_2$Se forms layered rhombohedral single crystals in the $R3m$ space group, which consist of Te–Bi–Se–Bi–Te quintuple layers, weakly bonded by van der Waals forces. Fig. 4.11a schematically illustrates the crystal structures of Bi$_2$Se$_3$ and Bi$_2$Te$_3$, which are used as sources for the crystal growth of Bi$_2$Te$_2$Se. The resulting compound is n-doped with the Fermi level located at the bottom of the conduction band (schematically shown in Fig. 4.11b), such that it is possible to shift $E_F$ into the band gap via electrostatic gating by applying large negative gate voltages [192] or chemical doping with Sb [193] in order to reduce the density of Se vacancies and hence the n-doping.

![Crystal structure and Raman spectrum of Bi$_2$Te$_2$Se](image)

Figure 4.11 – Crystal structure and Raman spectrum of Bi$_2$Te$_2$Se. a) Quintuple layer stacking in the crystal structures of Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Bi$_2$Te$_2$Se. b) Schematic band diagram of Bi$_2$Te$_2$Se, where $E_F$ lies at the bottom of the conduction band, indicating n-doping. c) Raman spectrum of Bi$_2$Te$_2$Se taken at room temperature with a laser wavelength of 633 nm, displaying the $E^g_2$ and $A^2_{1g}$ characteristic peaks.

To confirm the chemical composition, the crystals are transferred from the growth substrate to a Si/SiO$_2$ substrate and a Raman spectrum is recorded with 633 nm laser light. Fig. 4.11c shows the Raman spectrum of a representative Bi$_2$Te$_2$Se platelet. Two characteristic peaks are observed, namely the $E^g_2$ peak at 106.8 cm$^{-1}$, and the $A^2_{1g}$ peak which is split into two components located at 137.8 cm$^{-1}$ and 153.8 cm$^{-1}$. The stoichiometry is estimated based upon the data published by Richter et al. [189] to be Bi$_2$(Te$_{1-x}$Se$_x$)$_3$ with 0.34$<x<$0.42 for a range
of Bi₂Te₂Se platelets.

Figure 4.12 – CVD-grown Bi₂Te₂Se in different morphologies SiO₂ and mica. Optical micrographs (top row) of Bi₂Te₂Se on a,b) SiO₂ and c) mica and corresponding AFM topography, revealing different growth morphologies, more specifically nanoribbons, nanowires, thin platelets, and large films. The height profiles (bottom row) of these structures are extracted along the colored lines in the AFM images (middle row).

Bi₂Te₂Se nanowires are grown by a catalyst-free VS method on Si/SiO₂(300 nm) substrates following the procedure of Gehring et al. [192]. Bi₂Se₃ and Bi₂Te₃ crystal sources (99.999% purity) are heated up to 582 °C in a quartz tube furnace. Ultrapure Argon gas (6N) transports the evaporated material to the growth substrates, which kept at 450-480 °C during a growth time of 30 min. The pressure in the furnace is maintained at 75-85 mbar at an Argon flow rate of 150 sccm. Thus obtained nanowires and nanoribbons (Fig. 4.12a) have a length in the
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Figure 4.13 – Growth of Bi₂Te₂Se on CVD-graphene and exfoliated graphene. a) AFM image of a CVD-graphene monolayer transferred from Cu onto SiO₂ in a wet etching process. b) AFM topography of Bi₂Te₂Se grown on top of the CVD graphene. Regular growth is limited by domain boundaries and resist residues. c) Optical micrograph of Bi₂Te₂Se grown on exfoliated graphene and d) corresponding AFM topography.

range of 5-60 µm, a lateral width of 0.05-1 µm, and a thickness of 15-200 nm. On the colder substrates (450-470 °C), thin platelets are formed with lateral sizes of 0.5-15 µm and thickness in the range of 5-100 nm (Fig. 4.12b).

Van der Waals epitaxial growth is also demonstrated on layered substrates, such as hBN, mica, and graphene. The crystal growth on mechanically exfoliated insulating hBN sheets is highly oriented and electronic transport measurements have shown increased mobilities, enabling the observation of gate-tunable Shubnikov-de-Haas (SdH) oscillations [65]. On mica substrates, Bi₂Te₂Se grows in a similarly oriented manner, with the growth time determining the thickness and lateral size of the film (Fig. 4.12c). The growth of Bi₂Te₂Se on HOPG or graphene allows combining two materials into an epitaxial heterostructure [64] in order to investigate emergent interface phenomena. To this end, the growth on CVD graphene and on exfoliated graphene has been investigated. Fig. 4.13a shows the AFM topography of graphene
grown on Cu-foil and subsequently transferred onto a Si/SiO$_2$ substrate, as described in Appendix A1. Bi$_2$Te$_2$Se grows epitaxially on top, although the lateral size of the nanoplatelet is limited by domain boundaries in the CVD graphene and resist residues on its surface (Fig. 4.13b). A cleaner and more reproducible growth has been achieved with mechanically exfoliated graphene, as demonstrated in Fig. 4.13c,d. In this case, larger platelets are formed with thicknesses as low as 4 nm.

### 4.4.2 Magnetotransport studies

For the fabrication of devices for electric transport measurements, Bi$_2$Te$_2$Se thin platelets and ribbons are transferred onto a Si/SiO$_2$ substrate and individual structures are electrically contacted via EBL, contact area pre-treatment, thermal evaporation and lift-off, similar to the procedure followed for the materials previously discussed. The as-obtained contacts are Ohmic ($R_c < 1 \, \Omega$), owing to the Argon milling treatment performed in-situ and the evaporation of a thinner Titanium adhesion layer of only 1.5-2 nm thickness. Devices in Hall bar geometry (Fig. 4.14a) allow for simultaneously recording the longitudinal and Hall resistance at low temperatures, from which a carrier density on the order of $1 \times 10^{19} \, \text{cm}^{-3}$ and an average mobility on the order of 300 cm$^2$/Vs are extracted (Fig. 4.14b,c). These values are comparable to previously published ones [194]. The magnetoconductance has been measured in dependence of temperature and titling angle, as shown in Fig. 4.15a,c. It is calculated from the magnetoconductance by taking into account the thickness of the sample $d$, the distance between the voltage probe contacts $L$, and the width of the Bi$_2$Te$_2$Se channel $W$. On this basis, the corrected magnetoconductance $\Delta \sigma_{xx} = \sigma_{xx}(B) - \sigma_{xx}(B = 0)$ is plotted in units of $e^2/h$. At low
temperature \( (T = 1.4 \text{ K}) \), \( \Delta \sigma_{xx} \) exhibits a prominent WAL peak and well-pronounced oscillations, which are attributed to UCFs, in accordance with previous observations \cite{72}. The data is fitted with a 2D localization HLN model (Eqn. 2.1) and two parameters are extracted from the fits – the phase coherence length \( L_\phi \) and the coefficient \( \alpha \). For strong SO coupling, as in the case of TIs, one expects \( \alpha = -0.5 \) for a single transport channel, i.e., one surface contributing to the conductance, whereas \( \alpha = -1 \) is associated with contribution from both surfaces. For the present samples, \( \alpha = -0.5 \). The dependence of the coherence length on temperature is shown in Fig. 4.15b in the range of 1.4-30 K.

![Figure 4.15](image)

**Figure 4.15 – Temperature and angle dependence of the magnetoconductance of Bi\textsubscript{2}Te\textsubscript{2}Se.**

**a)** Temperature-dependent magnetoconductance in Bi\textsubscript{2}Te\textsubscript{2}Se exhibiting WAL at low fields and quantum oscillations, the magnitude of both decreasing with increasing temperature. **b)** Temperature-dependence of the phase coherence length, which can be well fitted with a power law dependence. **c)** Magnetoconductance for different tilting angles. **d)** The magnetoconductance, plotted as a function of the perpendicular component of the magnetic field. All curves fall onto one another, indicating a 2D origin of the WAL effect.

It can be well fitted by a power law, rendering \( L_\phi \propto T^{-0.49} \). According to theory, this dependence is related to the dimensionality of the system, such that \( L_\phi \propto T^{-1/2} \) for a 2D system and \( L_\phi \propto T^{-3/4} \) for a 3D system \cite{186}. Thus, the observed power law dependence is characteristic
of a 2D system and indicates that the WAL observed at low B-fields originates from the TI surface states.

In order to further investigate the WAL origin, which can contain both surface and bulk contributions, the sample is tilted in magnetic field in order to highlight the effect, which depends only on the component of the magnetic field that is perpendicular to the sample plane. The peak is most pronounced for $\theta = 90^\circ$ (out-of-plane) and weakens as $\theta$ approaches $0^\circ$ (in-plane), as seen in Fig. 4.15c. The fact that WAL is still observable under in-plane B-field is an indication for partial bulk contribution to the conductance. The corrected conductance is plotted as a function of the normal component of the magnetic field, $B \cdot \sin(\theta)$, in order to subtract the bulk contribution. All angle-dependent curves fall onto a single curve for low B-fields, evidencing a surface state-related WAL effect (Fig. 4.15d).

The successful CVD growth of Bi$_2$Te$_2$Se in various morphologies and its magnetotransport properties pointing towards surface state contribution to the conductance despite the interfering bulk make this compound a promising spintronic device component. Furthermore, the spin-momentum locking of the surface states and the successful epitaxial growth of Bi$_2$Te$_2$Se on various low-dimensional substrates, like graphene or hBN, make it possible to investigate Bi$_2$Te$_2$Se as a possible spin generator, in order to inject spin polarized current into a non-magnetic material in direct proximity to it, for example in a van der Waals heterostructure. In order to decrease the compound’s carrier concentration, antimony doping could be introduced into the CVD growth process, such that the Fermi level can be more easily shifted via electrostatic gating. On the other hand, the problem of low mobility may be addressed by growing Bi$_2$Te$_2$Se on atomically flat hBN or mica insulating substrates, which has been documented to increase the surface-related mobility and gate tunability of the compound [65]. Bi$_2$Te$_2$Se growth on mica yields closed films, which could be used for ARPES experiments or nonlinear plasmonic experiments when combined with an array of lithographically defined nano-antennas.

Finally, it would be interesting to explore emergent interface phenomena in a Bi$_2$Te$_2$Se/graphene heterostructure using tunneling spectroscopy in order to determine the interaction mechanisms of the TI surface states with the Dirac cone of graphene, and to study elastic or inelastic tunneling processes at the interface. The temperature dependence of the resistivity may also reveal charge transport mechanisms, like thermal activation, tunneling, etc.
5 Spin transport in lateral spin valves based on Bi$_2$Te$_2$Se

Owing to the spin-momentum locking of their 2D surface states, 3D TIs represent promising components of spintronic devices. In particular, they show great potential as spin generators, wherein the amplitude and direction of the resulting net spin polarization should be controllable through the amplitude and direction of the applied charge current. Charge current-induced spin-polarized currents have been successfully demonstrated in Bi$_2$Se$_3$ [87] [92], Bi$_2$Te$_2$Se [89], Bi$_{1.5}$Sb$_{0.5}$Te$_{1.7}$Se$_{1.3}$ [91], and (Bi$_{0.5}$Sb$_{0.5}$)$_2$Te$_3$ [90] with the aid of ferromagnetic contacts in different configurations. In an alternative approach to confirm spin-momentum locking in a 3D TI, vertical spin-polarized tunnel junctions have been utilized to demonstrate charge-spin conversion in Bi$_2$Se$_3$ and (Bi$_{0.5}$Sb$_{0.5}$)$_2$Te$_3$ [93]. Furthermore, by using a microwave-based detection approach, it has been shown that a charge current flowing within a 3D TI exerts a spin-transfer torque onto an adjacent ferromagnetic metal film [137].

5.1 Spin valves with Bi$_2$Te$_2$Se wires and transparent contacts

Spin injection and detection are largely dependent on the type and the quality of the contact interface between the electrodes and the transport channel. In a TI-based LSV, bias current can be applied with the aid of non-ferromagnetic metal contacts (e.g., Ti/Au) and spin detection accomplished through a ferromagnetic contact that is decoupled from the TI by a tunneling barrier composed of Al$_2$O$_3$ [87] [89], MgO [93], TiO$_2$ [92], or graphene [87]. Based on the work of Han et al. [141] on spin injection and detection in monolayer graphene spin valves, one can distinguish between three types of contact interface, namely tunnel (decoupled), pin-hole (intermediate), and transparent (strongly coupled). Spin injection is possible even with transparent contacts, which are strongly coupled to the material, provided that the
contact area is sufficiently reduced in order to achieve higher contact resistances [195]. In an attempt to simplify the device fabrication by avoiding the complicated deposition of tunneling contacts, the spin transport in Bi$_2$Te$_2$Se wire-based devices is probed by directly depositing a FM contact onto the TI and taking advantage of the reduced dimensions to achieve spin injection and detection.

**5.1.1 Device fabrication and initial characterization**

As a first step to barrier-free spin injection, the catalyst-free VS process, as described in Section 3.1, is modified in order to obtain Bi$_2$Te$_2$Se nanowires. Increased growth time and higher substrate temperature result in long, narrow single crystal wires and ribbons with a width of 80 to 500 nm and a length of 5 to 50 µm. These are transferred mechanically to a marker substrate and EBL is used to define first the NM Ohmic Ti(2 nm)/Au(50 nm) contacts, followed by the FM Co (50 nm)/Au(10 nm) contacts. In both cases, the contact pretreatment and the thermal evaporation are done in-situ at low pressure in the $10^{-7}$–$10^{-8}$ mbar range. The NM contact resistances are below 700 Ω, while the FM contact resistances show a slightly larger variation in the range of 700 Ω–2 kΩ.

Prior to the fabrication of the first spin valve devices, it is essential to verify the ferromagnetic properties of the Cobalt film. For this purpose, metallic test structures are fabricated through a standard EBL process and evaporation of Co(50 nm)/Au(10 nm) contacts, as depicted in the SEM micrograph in Fig. 5.1a. The four-terminal resistance of the test device is monitored while an external magnetic field applied in-plane along the Cobalt channel is swept from -100 to +100 mT. When the magnetic domains in the Cobalt are reoriented, a resistance peak occurs at the switching field symmetric around $B = 0$. The switching field depends on the lateral size of the Cobalt channel. Fig. 5.1b,c illustrate this switching magnetoresistance for two channels of different width (330 nm and 250 nm, respectively). As expected, the switching field is larger for smaller channel width.

**5.1.2 Spin transport behavior**

Electronic transport experiments are performed in an Oxford cryostat equipped with a 12 T magnet and a rotatable insert for measurements in the range of 1.3–300 K. The applied 13 Hz AC-signal is offset by a home-built differential operational amplifier module running on batteries. The current is monitored by a DLP2CA 200 (FEMTO), while the voltage is pre-amplified using a SRS 560 (Stanford) before digitalization.
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The spin valve measurements are carried out by passing a constant AC current (500 nA) mixed with a DC bias (±100 µA) current through a pair of electrodes on top of the Bi$_2$Te$_2$Se and measuring the voltage drop in a three-terminal non-local or a four-terminal non-local geometry as a function of in-plane magnetic field applied along their easy axis of magnetization and perpendicular to the applied bias current.

As a first step, spin valves are fabricated in only one EBL and one evaporation step, resulting in nanowires electrically contacted by FM Cobalt electrodes only, as shown in Fig. 5.2a. The contact pretreatment is done by Argon plasma, as described in Section 3.7. Electrical characterization of the Bi$_2$Te$_2$Se/Cobalt contacts reveals contact resistances falling mainly in two groups, i.e., $R_c < 1$ kΩ and 1 kΩ $< R_c < 3$ kΩ. A measurable spin signal could only be observed for the devices with higher $R_c$, as FM contacts strongly coupled to the TI wire give rise to increased spin scattering and faster spin relaxation [108] [110]. Fig. 5.2b shows a SEM image of the measured device, from which the lateral widths of the FM electrodes can be determined in order to estimate the switching field. The applied external magnetic field can reverse the direction of their magnetization and the applied bias current gives rise to a voltage drop, which is consistent with the detector’s magnetization being either parallel or antiparallel to the spin in the TI. Since it is a constant current measurement, the detected voltage can be normalized by dividing it by the current. Thus obtained resistance is plotted as a function of the magnetic field in Fig. 5.2c for positive bias and in Fig. 5.2d for negative bias. For the present device, the resulting hysteresis was found to be more pronounced for positive currents than for negative ones. This difference can be attributed to a low stability of the Bi$_2$Te$_2$Se/Co interface, and was seen to vary for different devices. As the second measurement (Fig. 5.2d) is mirror image-like of the first one (Fig. 5.2c), it is tempting to argue that no matter how the FM injector polarizes the current, the topological
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insulator only propagates the spin direction locked to the k-vector. However, reaching a more conclusive proof of current-induced spin transport in the Bi$_2$Te$_2$Se requires replacing the FM injector contact by a NM one, as described below.

![Image of spin transport in Bi$_2$Te$_2$Se nanowires](image)

**Figure 5.2 – Spin transport in Bi$_2$Te$_2$Se nanowires with all-FM transparent contacts.** a) Optical micrograph of a spin valve device with multiple Co/Au electrodes. b) SEM image of the device, showing an electrically contacted wire and the FM Cobalt contacts with different lateral widths. c) Single-switch in the magnetoresistance for positive applied bias current detected in a three-terminal non-local configuration. d) Mirroring of the single switch for the same device when the bias current polarity is reversed.

In order to confirm that spin-momentum locking related spin polarization of the current is indeed detected, devices with mixed FM and NM contacts are fabricated in a two-step EBL process and two separate evaporation steps. The Ti/Au electrodes are evaporated first, followed by the FM ones. **Fig. 5.3a** shows an optical micrograph of a long Bi$_2$Te$_2$Se wire electrically contacted with multiple FM and NM electrodes, such that different geometries can be explored and the contact resistances can be reliably investigated.

The electrical measurements are performed in a non-local geometry, such that constant cur-
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Figure 5.3 – Spin transport in Bi$_2$Te$_2$Se nanowires with NM-FM transparent contacts. a) Optical micrograph of a spin valve device with combined Ti/Au and Co/Au electrodes. b) Single-switch in the magnetoresistance for positive bias current applied between NM electrodes. The spin signal is detected via one FM electrode. c) Mirroring of the single switch for the same device when the bias current polarity is reversed.

Current is applied between two NM electrodes and one of the voltage probes is a FM. Otherwise the experiment is analogous to the one described above. Again, a single switch is observed and its behavior is consistent with a spin signal that arises from the spin-momentum locking in a TI (Fig. 5.3b,c). As expected for strongly coupled contacts, the spin signal is in the sub-100mΩ range, which is an order of magnitude lower than spin signals observed for 3D TIs in the presence of a tunnel barrier [90]. Due to the low stability of the Cobalt contacts, a spin signal with reproducible amplitude could be reliably recorded only at low temperature and bias currents of maximally ±100µA. Based on the confirmed electrical detection of spin-polarized current in Bi$_2$Te$_2$Se, the next step is to improve the device performance by incorporation of a tunnel barrier. To this end, 2D crystalline films, such as graphene or hBN are attractive alternatives to standard oxide films. Graphene has been used as a tunnel barrier with Si [12] and with Bi$_2$Se$_3$ [87]. Spin injection into graphene in the presence of a hBN tunnel barrier has...
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also been demonstrated [196] [197] [198], but such an experiment has not yet been performed with a TI as a transport channel. Here, this gap is closed by combining Bi$_2$Te$_2$Se thin platelets with a hBN tunnel barrier, as described in the next section.

5.2 Spin valves with Bi$_2$Te$_2$Se platelets and tunneling contacts

In order to improve the quality of the FM/TI interface and enhance the spin signal, a tunnel barrier composed of a 2D hexagonal boron nitride (hBN) thin film is utilized. While thin oxides are a standard choice for the tunnel barrier, their fabrication poses a significant experimental challenge and must be optimized in order to avoid pin-holes, interface trap states, defects and non-uniformity. This problem has been recently addressed by replacing thin oxide barriers with 2D single crystal films, such as graphene [199] and hBN [196] [198] [200] in MTJs and lateral spintronics devices. Incorporating graphene as a tunnel barrier on top of a TI requires additional etching steps, due to its conductive nature in the 2D plane. If exfoliated graphene is used, the TI film can be epitaxially grown on top, followed by flipping of the heterostructure, such that the graphene lies on top of the TI and can be patterned into strips by reactive ion etching (RIE). A FM contact evaporated on top of a graphene strip then serves as a detector for electrically induced spin-polarized current in the TI. A detailed description of the fabrication process developed within this thesis can be found in Appendix A.

Graphene's isomorph, hBN, is a large band gap insulator, which has been utilized as tunnel barrier for spin injection and detection in graphene lateral spin valve devices [196] [200] and as a substrate for graphene, enabling long distance spin transport [201]. As an atomically flat and chemically inert dielectric substrate, hBN is able to significantly enhance charge transport properties such as mobility in graphene [202] [203] and in TIs [65]. A significant advantage of hBN as a tunnel barrier in spintronic devices is the possibility to tune the contact resistance of the tunnel junction, since the resistance-contact area product (RA) scales exponentially with the number of hBN layers [197]. Thus, the influence of the tunnel barrier thickness onto the magnitude and the properties of the spin signal can be investigated. Recently, Kamalakar et al. [204] have demonstrated a spin filtering effect of the hBN tunnel barrier in a single layer graphene spin valve, which depends on the ratio of the resistances of the injector and detector contacts.
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Figure 5.4 – Fabrication of Bi$_2$Te$_2$Se lateral spin valve devices with hBN tunnel barriers. a) Schematic representation of the experimental concept and the device structure of a TI-based spin valve with three NM contacts and one FM detector decoupled from the TI channel via a hBN sheet. b) Optical micrograph of a hBN sheet transferred onto a Si/SiO$_2$ substrate showing high coverage. c) Optical micrograph of a measured device consisting of a Bi$_2$Te$_2$Se platelet electrically contacted by Co and Au electrodes. The hBN sheet lies only beneath the Co electrodes, while the Au ones comprise Ohmic interfaces. d) SEM image of a device, where the hBN film is clearly visible.

5.2.1 Device fabrication and initial characterization

Bi$_2$Te$_2$Se thin platelets are grown in a catalyst-free VS method on Si/SiO$_2$ substrates, as described in Section 3.1. They are subsequently mechanically transferred to marker substrates and electrically contacted via EBL, followed by thermal evaporation of Ti (2 nm)/Au (50 nm) electrodes and standard lift-off. The contact area is pretreated in an in-situ Argon milling process prior to metal evaporation in order to achieve Ohmic contacts. The contacts resistance of these NM electrodes falls within the range of 200-500 $\Omega$. Next, the CVD-grown hBN film on copper is transferred on top of the devices (for more detail, see Appendix A). Atomic force microscopy is used to confirm that the hBN film is intact in the areas where the FM contacts are to be deposited. Finally, in a second lithographic step, FM detector electrodes are defined.
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and Cobalt (50 nm), capped with Au (10 nm) is thermally evaporated, followed by a final lift-off. The Co/hBN contact resistances fall into the range of 2-20 kΩ and change only little upon cooling from room to base temperature. Transport measurements are performed in an Oxford superconducting magnet system (15 T) and a sorption pumped Heliox VL $^3$He rotatable insert with a base temperature of 230 mK. It is connected to an amplifier stage, providing a mixed AC/DC signal supplied by a lock-in amplifier operated at 13 Hz and a Keithley 2400, respectively. The stage in addition provides a high impedance voltage signal amplification before digitalization. Current-driven spin valve measurements are performed at constant AC currents in the range of 500 nA-1 µA, which are offset by a bias current with varying polarity in the range of -10 to 10 µA. The magnetization of the single FM detector electrode is aligned in-plane by applying an external magnetic field perpendicular to the current direction. Thus, while a constant bias is applied between a pair of NM electrodes, the voltage drop is measured between a FM-NM pair in order to probe the spin signal across the TI channel. The voltage difference between the high- and low-voltage states is normalized by the injection current and plotted as the spin signal, $\Delta R_s$.

5.2.2 Spin filter effect of hBN/Co detector electrodes

Bi$_2$Te$_2$Se spin valve with low resistance hBN/Co tunnel contacts

The $I$-$V$ characteristics of the hBN/Cobalt detectors reveal mostly tunneling contacts with varying resistances, but for all measured devices, they are found to be at least an order of magnitude larger than the resistances of the direct Ohmic NM contacts. The slightly non-linear $I$-$V$ characteristics of one of the devices with low hBN/Co contact resistance ($R_c < 5$ kΩ) is shown in Fig. 5.5a. For spin signal detection, a mixed AC/DC constant current is applied between a set of NM electrodes and the voltage drop between a FM-NM pair is measured in a four-terminal geometry (Fig. 5.4a), similar to the procedure of Tang et al. [90]. The measured voltage depends on the relative orientation of the spin-polarized current and the magnetization of the Cobalt electrode, resulting in states of high and low resistance, the transition between which occurs at the switching field of the Cobalt electrode. The latter is determined by the lateral dimension of the electrode (width of 170 nm). For the latter, a coercive field of 45 mT is estimated in combination with the magnetoresistance switching behavior of test Cobalt structures (see Section 5.1.1).

The measured spin signal is found to be maximal for $I_{dc} = +3.5$ µA and $-3$ µA for the device shown and exhibits a similar trend for the remaining devices (Fig. 5.5b). Fig. 5.5c,d show a
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current-invertible hysteresis consistent with spin polarization of the TI surface states. The magnitude of the spin signal of $R_s = 1\,\Omega$ is one order of magnitude larger compared to the spin signals recorded in the case of transparent contacts (see Section 5.1). This difference directly reflects the presence of the hBN sheet, which reduces the coupling at the interface between the TI channel and the FM contact.

Figure 5.5 – Spin transport in Bi$_2$Te$_2$Se spin valve with low resistance hBN/Co tunnel contacts. a) Slightly nonlinear $I - V$ characteristics of a hBN/Co contact ($T = 250\,\text{mK}$; the red line is a Simmons model fit to the data). b) Bias current dependence of the averaged spin signal for both sweeping directions of the magnetic field, displaying a reversed sign of the spin signal, indicating its origin from the electrically induced spin-polarized current in the TI channel. c,d) Hysteresis in the measured resistance as the in-plane magnetic field is swept in both directions for an applied DC bias of $I_{dc} \pm 5\,\mu\text{A}$ and an AC amplitude of $500\,\text{nA}$ at base temperature $T = 230\,\text{mK}$. A sign reversal of the spin signal occurs for $\pm I_{dc}$. 
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Bi$_2$Te$_2$Se spin valve with high resistance hBN/Co tunnel contacts The hBN/Co detector electrodes of several devices are found to exhibit higher contact resistance ($R_c > 5$ kΩ). The $I$-$V$ characteristics of one these devices clearly shows a more pronounced tunnel behavior (Fig. 5.5a). For positive bias, as shown in Fig. 5.6c, a resistance hysteresis is recorded, whose amplitude of $\Delta R = 3$ Ω exceeds the signal measured in the low-resistance devices. This finding is consistent with the presence of a tunnel barrier, which decouples the contacts from the transport channel and reduces contact-induced effects onto the spin signal.

![Graphs showing I-V characteristics and resistance hysteresis](image)

**Figure 5.6 – Spin transport in Bi$_2$Te$_2$Se spin valve with high resistance hBN/Co tunnel contacts.** a) Nonlinear $I$ – $V$ characteristics of the hBN/Co contacts ($T = 250$ mK; the red line is a Simmons model fit to the data). b) Bias current dependence of the spin signal for both sweeping directions of the magnetic field (blue and red data points), revealing a maximum spin signal for $I_{dc} = 5 µA$ and a non-reversed sign for both current polarities. c,d) Hysteresis in the measured resistance as the in-plane magnetic field is swept in both directions for an applied DC bias of $I_{dc} = 500 nA$ and an AC amplitude of 500 nA at base temperature $T = 230$ mK. No sign reversal of the spin signal occurs for $\pm I_{dc}$.

The contact resistance of the FM contacts, determined by the hBN layer, has a clear impact onto the magnitude of the spin signal. This observation is consistent with previous studies.
of graphene spin valves with hBN tunnel barriers by Yamaguchi et al. [198], who observed spin signals on the order of a few mΩ and short spin lifetimes of 50 ns for low-resistance hBN/Ni$_{81}$Fe$_{19}$ contacts in bilayer graphene spin valves.

Spin-momentum locking in a 3D TI requires a reversal of the low- and high-resistance states of the hysteresis when the direction of the bias current is reversed. Fig. 5.6d shows the measured hysteresis for the negative bias polarity, which unexpectedly remains unchanged. The bias dependence of the spin signal for both positive and negative bias currents, shown in Fig. 5.6b further confirms that the hysteresis remains unchanged up to $I_{dc} \pm 10 \mu A$. This behavior is reproducibly observed for several devices whose hBN/Co contact resistances fall into the range $5k \Omega < R_c < 20k \Omega$. It can be explained by considering a possible spin filtering effect that might be taking place at the hBN/Co electrode. As previously reported, the properties of the FM contact/tunnel barrier interface can strongly influence and even reverse the polarization of the spin current. Such inversion of the spin signal for graphene spin valves with a few-layer hBN tunnel barrier reported by Kamalakar et al. [204] hints towards spin-filtering properties of the hBN/Co contacts. As in graphene there is no charge current-induced spin polarization, the spin filtering effect manifests itself as a sign reversal of the spin signal detected in a LSV. By comparison, the Bi$_2$Te$_2$Se spin valve, the low-resistance value of the spin signal corresponds to parallel orientation between the direction of magnetization of the propagating spin-polarized current in the TI and the magnetization of Cobalt detector, while the high-resistance state corresponds to antiparallel orientation. Hence, unlike the graphene case, the spin-momentum locking property of the TI surface states should reverse the spin signal when the bias current is reversed. However, in the case of the detector contact having an opposed spin polarization, there is an interplay between the spin-momentum locking inversion and the spin filter effect at the hBN/Co detector. As a consequence, when the bias is reversed, the hysteresis would be inverted twice - first by the TI itself and then by the detector electrode. This scenario readily explains the observed non-reversible hysteresis, which exhibits a high-resistance state for parallel orientation and a low-resistance state for antiparallel orientation. Along the same lines, Zou et al. [205] have demonstrated inversion of the spin signal in metallic spin valves consisting of a NM Cu channel and Co (or NiFe) FM electrodes. When a break junction tunnel barrier forms at the detector FM-NM interface, a large negative spin signal is detected, whose magnitude is attributed to the strong spin-charge coupling at the high-resistance interface, while its negative sign is assigned to the atomic structure of the interface, which influences the spin-dependent tunneling.
Temperature and angle dependence of the spin signal  

Fig. 5.7a shows the temperature-dependent spin signal amplitude of a measured device, which is seen to persist up to 15 K. Other devices have provided detectable signals even up to 25 K. The decreasing signal upon warming testifies a reduction of the effective spin polarization of the applied current, which can be attributed to an increased bulk contribution to the conduction due to thermal activation of bulk dopants or increased phonon scattering [206].

![Graphs showing temperature and angle dependence of spin signal](image)

- **Fig. 5.7a**: The spin signal observed up to 15 K for the present device decreases as $T^{-0.48}$ (red fitting curve).
- **Fig. 5.7b**: Comparison of $\Delta R_s$ and $L_\phi$ within the same temperature range. The respective fits (red lines) are as indicated in the inset.
- **Fig. 5.7c**: The dependence of the spin signal on the tilting angle in magnetic field shows that the switching field of the Cobalt detector increases as the rotation angle approaches 90°.
- **Fig. 5.7d**: The spin signal dependence on tilting angle $\theta$ can be well fitted with the switching field divided by $\cos(\theta)$ (red line).

The signal decreases as $T^{-0.48}$, which is similar to the behavior of the phase coherence
5.2. Spin valves with Bi$_2$Te$_2$Se platelets and tunneling contacts

length $L_\phi \propto T^{-0.42}$ in Bi$_2$Te$_2$Se platelets, as extracted from HNL fits of low-field temperature-dependent magnetoconductance data. A direct comparison of the temperature dependence of $\Delta R_s$ and $L_\phi$ is shown in Fig. 5.7b.

After the switching hysteresis has been recorded for in-plane magnetic field, the sample is rotated from 0° (in-plane) to 90° (out-of-plane) in order to confirm that the switching is correlated to the switching of the FM detector. The hysteresis is recorded for each rotation angle, as shown in Fig. 5.7c. The switching field increases as the rotation angle increases, i.e., the hysteresis becomes wider as the sample is rotated out-of-plane. Furthermore, a more pronounced parabolic magnetoresistance background appears as the out-of-plane component of the magnetic field increases and the spin signal slowly vanishes. The dependence of the switching field on the rotation angle can be well fitted by the coercive field of the FM electrode divided by the cosine of the angle, as shown in Fig. 5.7d. This finding confirms that the relative orientation of the spin-polarized current in the TI channel and the magnetization direction of the Co electrode are indeed the origin of the observed hysteresis.

In conclusion, inversion of the spin signal is observed in 3D TI-based LSVs with hBN/Co detector electrodes, whose occurrence depends on the resistance of the TI/hBN/Co interface. Experiments on several devices with different detector contact resistances confirm that the high resistance hBN/Co junctions lead to the unexpected behavior of the spin signal switching hysteresis for different bias polarity. This finding suggests that two counteracting phenomena take place in the operation of the LSV, namely the spin-momentum locking of the surface states and the spin filtering property of the detector. The possibility to manipulate the sign and the magnitude of the spin signal via the thickness of a 2D tunnel barrier underscores the significance of hBN as a spin filter component in heterostructure-based spintronic devices in combination with other 2D materials.
Spin-polarized currents in van der Waals graphene/Bi$_2$Te$_2$Se heterostructures\(^1\)

Further development of the field of all-electric spintronics requires the successful integration of spin transport channels with spin injector/generator elements. While with the advent of graphene and related 2D materials high performance spin channel materials are available, the use of nanostructured spin generators remains a major challenge. Especially promising for the latter purpose are 3D TIs, whose 2D surface states host massless Dirac fermions with spin-momentum locking. Here, we demonstrate injection of spin-polarized current from a topological insulator into graphene, enabled by its intimate coupling to an ultrathin Bi$_2$Te$_2$Se nanoplatelet within a van der Waals epitaxial heterostructure. The spin switching signal, whose magnitude scales inversely with temperature, is detectable up to 15 K. Our findings establish TIs as prospective future components of spintronic devices wherein spin manipulation is achieved by purely electrical means.

6.1 Concept and device fabrication

In the devised spin valves, spin injection into graphene occurs from an ultrathin layer of the 3D TI Bi$_2$Te$_2$Se, deposited on top of the graphene sheet by van der Waals epitaxy. Epitaxial growth is facilitated by the small lattice constant mismatch of about 1.5\% \[64\] and ensures a close coupling between the two materials, as concluded from an increased carrier mobility of Bi$_2$Te$_2$Se nanoplatelets on hBN sheets \[65\], and corresponding transmission electron microscopy analysis \[207\]. The compound Bi$_2$Te$_2$Se is advantageous due to its relatively high

\(^1\)This chapter is based on publication \[2\] in the CV Publications list, p. 143 (Nano Lett. 16, 4 (2016))
bulk resistivity [35], large band gap of 310 meV, and reduced n-doping in comparison to Bi$_2$Se$_3$. After mechanical exfoliation of highly oriented pyrolytic graphite (HOPG) onto Si substrates covered by a 300 nm thick SiO$_2$ layer, Bi$_2$Te$_2$Se nanoplatelets were grown on top by a catalyst-free vapor-solid process (see Section 3.1). To this end, Bi$_2$Se$_3$ and Bi$_2$Te$_3$ crystal sources (Alfa Aesar, 99.999%) were placed in a tube furnace, close to the homogeneous hot zone. The graphene-covered Si/SiO$_2$ growth substrates were placed in the colder region, where the temperature gradient can be exploited to adjust the substrate temperature as an important growth parameter. The quartz tube was then evacuated to 80 mbar and the temperature ramped up to 582 °C using well-defined heating rates. As the sources begin to evaporate between 450 and 470 °C a continuous ultrapure Argon flow (6N) of 150 sccm carries the evaporated material over to the deposition substrates where the crystals are formed. In a first lithography step, Ti/Au markers were fabricated and the graphene-TI stacks examined by AFM to determine height profiles and surface morphology. All further patterning was done via e-beam lithography using PMMA resist. The entire device fabrication included four major steps, specifically:

i) reactive ion etching to pattern the graphene into strips with widths of 200–300 nm in order to increase the resistance of the graphene/Co interface;

ii) thermal evaporation of a 25 nm thick SiO$_2$ film on a small area covering the edge of the graphene/TI stack, such that later only the TI can be contacted;
iii) pretreatment of the TI contact regions inside a deposition chamber (base pressure of $3 \times 10^{-8}$ mbar) by 15 sec of argon milling at $10^{-4}$ mbar in order to remove the surface oxide layer and achieve Ohmic contacts. Subsequently, 2 nm Ti/40 nm Au NM contacts were thermally evaporated at $8 \times 10^{-8}$ mbar;

iv) definition of FM contacts on the graphene strips by thermal evaporation of 45 nm Co, followed by 10 nm Au as a capping layer to prevent Co oxidation. Prior to the Co/Au deposition, the chamber was evacuated for 2 days and the sample heated up to 70 °C in order to minimize (surface) contaminations and reach the base pressure of the chamber.

Pure metallic Co structures were fabricated in order to confirm the material’s ferromagnetic property, as probed by low temperature magnetotransport measurements. The graphene/Co contact resistance was found to fall into the range of 1–5 kΩ, whereas the NM TI/Au contacts displayed values between 200 and 700 Ω. The contact resistances in both cases changed only little upon cooling from RT to 1.3 K. Electrical transport measurements were performed in an Oxford cryostat equipped with a 12 T magnet and a rotatable variable range insert for measurements in the range of 1.3–300 K. The applied 13 Hz AC-signal is offset by a home-built differential operational amplifier module running on batteries. The current is monitored by a DLPCA 200 (FEMTO) and the non-local voltage is pre-amplified using a SRS 560 (Stanford) before digitalization. In total, five devices were characterized for three of which a complete data set was obtained. The spin valve measurements were carried out by passing a constant AC (1 µA) mixed with a DC ($\pm 5$ to $\pm 20$ µA) current through the NM contacts on top of the Bi$_2$Te$_2$Se and measuring the voltage drop between a pair of FM contacts as a function of in-plane magnetic field applied along their easy axis of magnetization perpendicular to the applied bias current.

The device configuration used to detect the spins injected into graphene is schematically illustrated in Fig. 6.1a. Importantly, the placement of one NM electrode pair on the Bi$_2$Te$_2$Se combined with at least two FM electrodes on the graphene allows for direct comparison between spin injection from a FM Cobalt contact and the TI. Moreover, this configuration allows for non-local 4-terminal measurements, which provide more reliable information compared to local measurements of spin polarization in 3D TIs [208] [209]. The decreased contact area between the Co electrode and the graphene results in increased contact resistance and renders the strongly coupled (transparent) Co contacts suitable as spin probes in the absence of a
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tunneling barrier [195]. The electrical transport behavior described below was reproducibly observed for five different devices (see Fig. 6.1b for one example).

By using catalyst-free vapor-solid growth, we obtained regularly shaped Bi$_2$Te$_2$Se nanoplatelets on mechanically exfoliated graphene, as exemplified in Fig. 6.2a. The lateral sizes of as-grown platelets range from 400 nm to 5 µm, depending on the shape of the graphene underneath, while their thickness is between 4 and 15 nm (Fig. 6.2b). The growth time is adjusted such that the platelets are still well-separated from each other. In separate magnetotransport experiments on individual Bi$_2$Te$_2$Se nanoplatelets grown under similar conditions directly on Si/SiO$_2$ substrates, we observed weak antilocalization (WAL) features attributable to the 2D surface states of Bi$_2$Te$_2$Se for platelet thicknesses above 6 nm.

Figure 6.2 – The Bi$_2$Te$_2$Se/graphene heterostructure.  a) AFM image of a graphene-Bi$_2$Te$_2$Se nanoplatelet stack on Si/SiO$_2$ substrate.  b) Height profile of the heterostructure taken along the dotted line in panel a), where a 6 nm Bi$_2$Te$_2$Se platelets (-c-) is grown on top of mechanically exfoliated graphene (-b-) on SiO$_2$ (-a-). The thickness of as-grown platelets ranges from 4 to 15 nm.  c) Raman spectrum of a Bi$_2$Te$_2$Se nanoplatelet grown on graphene (left) and the G-band in the Raman spectrum of the graphene underneath the same nanoplatelet (right).
6.2 Current-induced spin polarization

Spin injection via a FM contact  The first set of experiments addresses spin transport in the narrowed section of the underlying graphene sheet (Fig. 6.3). In the used geometry, spin polarized carriers are injected by a Co electrode and detected by a nearby Co contact in a 4-terminal, non-local measurement (Fig. 6.3a). The magnetization of both electrodes is governed by the externally applied in-plane magnetic field. The devices display a conventional spin valve effect in the graphene channel, which manifests itself as a change in the non-local voltage/resistance, when the applied current is kept constant (Fig. 6.3b). Specifically, the resistance is low when the magnetic injector and detector are magnetized parallel to each other. As one of them reverses its magnetization direction (at a coercive field of 50 mT for an electrode width of 170 nm), the resulting antiparallel alignment causes a sharp resistance increase. Due to the similar lateral width of the injector and detector Co electrodes, the high-resistance plateau is quite narrow, which leads to a peak-like appearance. The sign of the non-local resistance, and therefore the orientation of the switching steps, depends on the sign of the applied bias. No background has been subtracted from the raw data. As a consequence of the suppressed electron-phonon scattering in graphene, the spin signal changes only little up to 40 K (Fig. 6.3c). This behavior is in agreement with previous reports on graphene-based spin valves up to room temperature [149]. Back gate-dependent measurements (Fig. 6.3d) reveal a minimum of the non-local signal $\Delta R_{NL}$ at the charge neutrality point (CNP) which occurs at $V_g = +32$ V for the device shown here. This behavior signifies the presence of transparent ferromagnetic contacts [110], as expected from the direct evaporation of Co onto the graphene strip and can be explained within the one-dimensional (1D) drift-diffusion theory of spin transport [210]. It is furthermore noteworthy that the relatively low resistance at the CNP (8 kΩ) reflects (inhomogeneous) doping of the graphene by PMMA residues accumulated during the device fabrication process [211] and allows for spin detection even at the CNP. For the field-effect mobility, values in the range of 1250–2450 cm$^2$V$^{-1}$s$^{-1}$ are extracted from the graphene transfer curves.
Figure 6.3 – Spin injection into graphene by Co contacts. a) Schematic diagram of the spintronic device with 4-terminal non-local measurement geometry. In the present experiments, a magnetic electrode injects spin-polarized carriers into the graphene channel (first Co contact is used as a source, the Au contact as drain), while the neighboring magnetic electrode detects it as a change in the non-local signal (second and third Co electrodes are the voltage probes). b) Spin valve effect in graphene, where the non-local resistance change is plotted as a function of in-plane B-field strength. The resistance is low when the injector and detector electrode have the same direction of magnetization, and higher resistance when their magnetizations are antiparallel, as indicated by the arrows. c) Non-local resistance change as a function of temperature. The spin valve signal is almost independent of temperature, in accordance with previous studies of graphene-based spin valves. This behavior is due to the fact that electron-phonon interactions in graphene are suppressed even at higher temperatures. d) A local resistance measurement reveals graphene’s charge neutrality point (CNP) at $V_g = 32$ V (black curve), consistent with p-type doping during the fabrication process. The gate dependence of the non-local spin valve signal has a minimum close to the CNP (blue and red curve for right and left jump, respectively), indicating that the Cobalt contacts are nearly transparent.

Spin injection via NM/BTS  Having established the conventional spin valve operation in the bare graphene section, in the second set of experiments we inject current between two NM Ti/Au electrodes on top of the graphene/Bi$_2$Te$_2$Se heterostructure and detect the spin signal.
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between a pair of FM electrodes on the graphene strip (Fig. 6.4a).

Again magnetic field induced resistance switching is observed in the form of a hysteretic step-like voltage signal (Fig. 6.4c,d). However, in comparison to the graphene spin valve case, only a single-switch is observed. This difference can be explained by the fact that due to the spin-momentum locking of the TI surface states, the two spin directions parallel to the magnetization axis of the FM electrodes are locked to the two momentum vectors, $k_x$ and $-k_x$, corresponding to positive and negative bias current. For the present devices, this mechanism is confirmed by the effect of reversing the polarity of current injected into the Bi$_2$Te$_2$Se. For positive bias current, $I_{dc} = +5 \mu$A, the resistance change is consistent with the detector’s magnetization being either parallel or antiparallel to the incoming spins (Fig. 6.4c). Upon reversing the bias current, $I_{dc} = -5 \mu$A, the resulting hysteresis is mirrored with respect to $B = 0$T (Fig. 6.4d). Such behavior has likewise been observed in experiments directed toward electrical detection of spin-polarized currents in 3D TIs [87–93]. This finding is consistent with either the injection of spin-polarized current from the Bi$_2$Te$_2$Se surface states into the graphene, or the spin Hall effect (SHE) due to proximity-induced SO coupling [160], as both could generate a spin current that is perpendicular to the direction of the charge current imposed onto the BTS. In order to discriminate between the two mechanisms, we performed further experiments addressing the influence of three different parameters, namely the back gate, the temperature, and the thickness of the Bi$_2$Te$_2$Se nanoplatelet. The gained results together strongly favor the direct spin injection scenario, as detailed in the following.

Firstly, the spin signal was found to be only little affected and to lack a meaningful physical trend upon application of back gate voltages of up to $\pm 45$ V (Fig. 6.5a). If the SHE were present, the vertical electric field should alter the strength of the interfacial Rashba SO coupling, and thus influence the generated spin imbalance. At the same time, the appreciable n-type doping of the Bi$_2$Te$_2$Se sheets accounts for the absence of a sizable gate effect for the spin injection scenario, as the Fermi level can only be slightly shifted even for highest gate voltages [192]. Within the relevant model of 1D spin transport [210] the spin signal $\Delta R_{NL}$ is given by

$$\Delta R_{NL} = 4R_G \exp\left(-\frac{L}{\lambda_G}\right) \left[ \left( \frac{p_f R_C}{1 - p_f^2} + \frac{p_{Co} R_F}{R_G} \right) \left( \frac{p_f R_C'}{1 - p_f^2} + \frac{p_{Co} R_F}{R_G} \right) \right] \left[ \left( 1 + \frac{2 R_C}{R_G} \right) \left( 1 + \frac{2 R_C'}{R_G} + \frac{2 R_F}{1 - p_f^2} \right) \right]^{-1} \exp\left(-\frac{2L}{\lambda_G}\right) \tag{6.1}$$
where $P_J$ is the polarization of the injected spin current by the Bi$_2$Te$_2$Se, $P_{Co}$ is the polarization of the Cobalt contact, $R_c$ and $R_c'$ are the contact resistances, $R_G$ is the graphene channel resistance, $L$ is the distance between injector and detector, $\lambda_G$ is the spin diffusion length.

$R_F = \frac{\rho_{Co} A_{Co}}{\lambda_{Co}}$, where $\rho_{Co} = 115 \, \text{n}\Omega\text{m}$ is the Cobalt resistivity at low temperature, $\lambda_{Co} = 6 \times 10^{-8} \, \text{m}$ is the spin diffusion length of Cobalt, and $A_{Co}$ is the Cobalt contact area. Using this model, we estimate the spin polarization $P_J$ at the graphene Bi$_2$Te$_2$Se junction to be 10%. Secondly, the resistance change associated with the switching shows a temperature characteristic similar to that of magnetotransport-related phenomena in Bi$_2$Te$_2$Se. As apparent from (Fig. 6.4b), the signal decreases significantly with increasing temperature, such that it becomes difficult to detect above 15 K. In the case of WAL [181] in Bi$_2$Te$_2$Se, the phase coherence length displays a $T^{-n}$ dependence, where $n$ takes the value $n = 1/2$ for a 2D system and $n = 2/3$ for a 3D system [187]. In previous magnetotransport studies of CVD-grown Bi$_2$Te$_2$Se, we have observed WAL features associated with 2D surface states up to about 20 K, which is close to the 15 K mentioned above [192]. Furthermore, in studies of Bi$_2$Te$_2$Se and (Bi$_{0.53}$Sb$_{0.47}$)$_2$Te$_3$ devices, where the TI serves as both spin injector and spin transport channel, spin transport has been observed up to 20 K in Bi$_2$Te$_2$Se [89] and up to 10 K in (Bi$_{0.53}$Sb$_{0.47}$)$_2$Te$_3$ [90]. These findings have been attributed to an increasing impact of the bulk TI states with increasing temperature. For the present spin valve devices, the extracted spin signal $\Delta R_{NL}$ exhibits a $T^{-n}$ dependence with $0.4 < n < 0.7$. This range, obtained from all measured devices, is in close correspondence to the above mentioned WAL dependence, providing additional support that the spin generation occurs within the 2D surface states. Fig. 6.5b illustrates the similar dependence of the spin signal and of the phase coherence length, $L_\Phi$, as extracted from the WAL magnetoconductance measurements on Bi$_2$Te$_2$Se, analogous to the data published by Tang et al. [90].

Thirdly, the spin signal, acquired at $I_{dc} = 5 \, \mu A$ for several different devices with different Bi$_2$Te$_2$Se thicknesses, is seen to scale inversely with the thickness of the Bi$_2$Te$_2$Se platelets (Fig. 6.5c). This trend underscores that the main contribution to the measured signal stems from the Bi$_2$Te$_2$Se surface states, as contributions from the bulk of the nanoplatelets become more significant with increasing Bi$_2$Te$_2$Se thickness, analogous to conclusions drawn from spin-polarized current detection experiments on Bi$_2$Se$_3$ [87].

We also investigated the dependence of the spin signal on the applied DC bias current for spin injection via the Bi$_2$Te$_2$Se. Upon applying bias currents of up to $\pm 20 \, \mu A$, a signal maximum is observed at $I_{dc} = \pm 5 \, \mu A$, as shown in Fig. 6.5d. Previous studies on TI-based spin valves found both linear [87] [92] and non-linear [89] [93] dependence of the measured spin signal on the
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Figure 6.4 – Electrical detection of spin currents in graphene injected from Bi$_2$Te$_2$Se as spin polarizer. a) Schematic diagram of the spintronic device with 4-terminal non-local geometry. In the present measurement configuration, the net spin current generated in the TI is injected into the graphene channel in a direction depending on the polarity of the applied bias (the left Au electrode serves as a source, the right one as drain). A magnetic Co electrode on the graphene strip serves as spin current detector. b) Plot of the spin valve non-local signal in dependence of temperature for positive (blue) and negative (red) B-field. The data closely follow a $T^{-n}$ dependence, where $n = 0.7$ and $n = 0.5$, respectively. c) Spin valve non-local signal, detected as electrical resistance change upon reversing the magnetization direction of the magnetic detector electrode with respect to the incoming spin current. The measurement is taken at a bias current of $I_{\text{dc}} = +5 \mu$A, for which maximum signal was observed. d) For reversed sign of applied bias, the hysteresis is mirrored proving that the TI injects spin-polarized current into the graphene channel. No linear magnetoresistance background has been subtracted from the data.

applied bias. For those devices, bias currents on the order of $\mu$A to mA have been applied in order to induce spin polarization. By comparison, the Bi$_2$Te$_2$Se platelets in our devices have much smaller dimensions (6–15 nm thickness, 1–3 $\mu$m lateral size), which leads to substantially higher current densities. On this basis, we attribute the spin signal decrease at larger bias to
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Joule heating effects in the Bi$_2$Te$_2$Se nanoplatelet.

![Graph](image)

**Figure 6.5 – Spin signal dependencies.** a) No sizable dependence of $\Delta R_{NL}$ on the back gate voltage in the range of ±45 V applied across the 300 nm SiO$_2$ dielectric layer for positive (blue) and negative (red) B-field. b) The temperature dependences of $\Delta R_{NL}$ and the phase coherence length, extracted from magnetoconductance measurements of Bi$_2$Te$_2$Se, exhibit a similar trend. c) $\Delta R_{NL}$ acquired at $I_{dc} = +5 \mu A$ for five different Bi$_2$Te$_2$Se platelet thicknesses, which scales inversely with the thickness, suggesting that the measured spin signal is very likely to originate from the Bi$_2$Te$_2$Se surface states. d) $\Delta R_{NL}$, as a function of bias current, $I_{dc}$ in the range ±20 μA. A maximum is observed for $I_{dc} = ±5 \mu A$, after which the signal decreases with increasing bias.

### 6.3 Hanle spin precession measurements

Finally, with the aim of determining the spin relaxation times, we performed Hanle measurements by applying current between the non-magnetic Au electrodes and detecting $\Delta R_{NL}$ via the magnetic Co electrodes, while applying an out-of-plane magnetic field. The detector magnetization is first aligned in-plane by an external magnetic field, followed by tilting the device by 90° with respect to the magnetic field axis. This leads to a precession of the spins with the...
Larmor frequency, $\omega_L = \frac{g \mu_B B_{\text{perp}}}{\hbar}$, while they propagate toward the detector, as schematically illustrated in Fig. 6.6a. For zero magnetic field and positive bias, the spins arrive parallel to the detector and the signal exhibits a maximum. With increasing magnetic field the signal becomes proportional to $\cos(\theta)$, i.e., the projection of the spin direction onto the direction of the detector’s magnetization and $\Delta R_{NL}$ decreases. Like for the spin valve signal in Fig. 6.4c,d, reversing the bias polarity causes a flip of the Hanle curve (Fig. 6.6b). In order to extract the spin life times, we fitted the Hanle data to the equation:

$$
R_{NL} \propto \int_0^\infty \frac{1}{\sqrt{4\pi Dt}} \exp\left[-\frac{L^2}{4Dt}\right] \cos(\omega_L t) \exp\left[-\frac{t}{\tau_s}\right] \exp dt
$$

(6.2)

where $\tau_s$ is the spin lifetime, $L$ is the contact separation, and $D$ is the spin diffusion constant [110] [151]. The fits yield spin lifetimes in the range of 90–110 ps, spin diffusion lengths on the order of 400 nm for spins propagating in the graphene channel, and corresponding spin diffusion constants between $1.2 \times 10^{-4}$ and $3.4 \times 10^{-4}$ m$^2$s$^{-1}$. Previous studies of spin current injected into graphene have found spin lifetimes of up to 6.2 ns in bilayer graphene at 20 K in the presence of an MgO tunnel barrier [212] and diffusion lengths on the order of several microns [213] [146] [147]. Additionally, quite large spin lifetimes of up to 65 ns [214] have been observed for conduction electrons by electron spin resonance (ESR) measurements, attributable to the absence of metallic contacts or substrate effects [215]. Like for the spin valve resistance change, $\Delta R_{NL}$, a fast decay with increasing temperature also occurs for the amplitude of the Hanle curves, which are detectable only up to 10 K (Fig. 6.6d). Nonetheless, the diffusion length remains almost constant up to this temperature, which proves that the fading amplitude of the Hanle curves is solely due to diminished spin polarization within the Bi$_2$Te$_2$Se, rather than processes within the graphene itself.

Hanle curves measured for comparison using the Co injector (Fig. 6.6c) reflect similar diffusion lengths on the order of several hundreds of nm, along with a significant signal decrease with increasing temperature. In principle, the Hanle signal should persist up to higher temperatures [149]. However, two factors need to be taken into account in this respect. Firstly, the graphene quality is significantly decreased due to the multiple fabrication steps that leave behind surface contaminations on the graphene. Secondly, the Co contacts are strongly coupled to the graphene, which has previously been considered as an impediment in Hanle experiments. In fact, for transparent contacts, appreciable contact-induced spin relaxation and consequently shorter lifetimes on the order of 100 ps [149] [142] have been reported.
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Figure 6.6 – Hanle spin precession. a) The Hanle effect is induced in the graphene channel when an external out-of-plane magnetic field is applied. The spins injected by the TI and transported in the graphene start precessing around this field and thus arrive at the detector electrode having a different orientation. The detected signal has a maximum at $B = 0$ T and decreases as the field increases and reorients the spins. b) Low temperature ($T = 1.3$ K) Hanle data for positive and negative bias where changing the bias current direction flips the Hanle peak. The solid lines are fits to the data using Eqn. 6.2, which yield a spin life time of 107 ps and a diffusion length of 430 nm. c) Temperature dependence of the Hanle curves measured for the Co injector geometry. The similarly small diffusion constant and spin life time are attributed to the resist residues on the graphene after the multiple fabrication steps. d) Temperature dependence of the Hanle curves measured for the Bi$_2$Te$_2$Se/Au-injector geometry, where the spin signal is seen to decrease as the sample temperature approaches 10 K. The solid lines are fits to the data and the curves are offset for clarity.

In summary, it follows that intimate coupling between a 3D TI and graphene allows for exploiting the SO-induced spin-momentum locking in the TI for injecting spin-polarized currents into the adjacent graphene sheet. Our findings represent a major advancement toward the realization of novel spintronic device designs for energy efficient spin-logic applications. Moreover, the demonstrated devices open perspectives for realizing efficient spin-charge con-
version by combining spin conserving transport channels with spin generator materials. Due to the non-magnetic character of the TI injectors, the present devices open up novel, intriguing prospects for the development of all-electric spintronics. In future studies, the Bi$_2$Te$_2$Se system could be replaced by a TI with improved properties, such as the tetradymite Bi$_{2-x}$Sb$_x$Te$_{3-y}$Se$_y$, whose Fermi level position favors dominating surface state contribution [39].
The significant recent advances in the field of spintronics have been enabled by the improved understanding and control of spin dynamics in novel materials. Of particular interest are non-magnetic materials, in which the presence of SO coupling or symmetry-related properties open up exciting opportunities towards the development of novel nanoscale spintronic devices. The strong SO coupling in Dirac materials, such as 3D TIs, gives rise to topologically non-trivial helical 2D electronic surface states, a property that renders them promising as spin generators. At the same time, 2D TIs host 1D edge states, which open the door to exploration of the QSHE. In real TI materials, the dissipationless surface/edge transport is almost always combined with contributions from bulk charge carriers, as inferred from ARPES measurements and evident from magnetotransport experiments on TIs, in which crystal defects push the Fermi level out of the band gap and pin it to the bulk.

The first part of this thesis addressed the electronic properties of four different Dirac materials by low-temperature magnetotransport experiments. Two 3D TI materials, Sb$_2$Te$_3$ and Bi$_2$Te$_2$Se, were synthesized by a CVD approach. The growth parameters were optimized in order to obtain different morphologies, such as thin platelets, nanoribbons, and nanowires. Additionally, a layered Dirac semimetal, ZrTe$_5$ was investigated. Its charge transport behavior indicates a significant surface state contribution to the conductance and a higher mobility, as compared to the other studied materials.

Finally, a naturally occurring 3D TI, Aleksite, was studied, in which the presence and behavior of the WAL effect and the pronounced UCFs indicate surface state contributions to the conductance. Coherence lengths much larger than the sample width were recorded that point toward a dimensional crossover. It was established that the nature of the transport changes from 2D to 1D depending on the sample’s size.
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The second experimental part deals with the detection of current-induced spin polarization generated within the surface states of 3D TI nanowires and platelets. Lateral spin valve devices, based on the ternary $\text{Bi}_2\text{Te}_2\text{Se}$ were fabricated, in which the applied current was spin-polarized by the TI and was detected by a FM electrode for two different cases of contact coupling strength of the FM/TI interface. In the first case, current-induced spin polarization generated within the surface states of thin TI films was demonstrated for transparent contacts in the absence of a tunnel barrier. In the second case, in order to improve the quality of the spin signal, an hBN tunnel barrier was incorporated. The hBN/FM interface of the spin detector contact was found to increase the magnitude and the reproducibility of the measured spin signal, such that also the temperature and bias dependences of the signal could be investigated. Additionally, a spin signal inversion property of the hBN/Co has been observed, which acts as a spin filter in the spin detection process.

The experimental results of the third part demonstrate for the first time spin injection and detection in an epitaxial heterostructure, comprised of $\text{Bi}_2\text{Te}_2\text{Se}$ and graphene. It combines the spin generation properties of a TI with strong SO coupling with the spin conservation properties of graphene, whose long coherence lengths and spin lifetimes are a consequence of its extremely weak SO coupling. The spin-momentum locking of the TI 2D surface states allows for direct control of the spin current via purely electrical means and the graphene serves as a spin transport channel. Additionally, the device allowed for direct comparison between a standard graphene spin valve fabricated with all-FM contacts and a TI injector-based spin valve, where the spin current is generated by the TI. These findings shed light onto spin-charge conversion in heterostructures and open up exciting opportunities for the development of a novel generation of nanoscale spintronic devices.

Based upon these results, various follow-up experiments could provide a deeper insight into the electronic properties of the investigated 3D TI compounds, and lead to better device performance and possible applications. Especially promising is the combination of Dirac materials into heterostructures, whose interface properties need to be further explored. Along these lines, the most important perspectives are outlined in the following.

### 7.1 Spin-charge conversion properties of TI/2D material interfaces

The experimental observation of spin-polarized currents in a TI/graphene heterostructure opens up the possibility to exploit the spin-momentum locking in 3D TIs in order to efficiently transfer spin-polarized currents into an adjacent 2D system. An exciting perspective is the
development of all-electric spintronic devices and gaining a better understanding of the electronic interactions at the interface between 3D TIs and 2D materials. In order to improve the spin injection efficiency, the problem of the interfering bulk needs to be addressed. In the currently accessible devices, the magnitude and the temperature dependence of the measured spin signal is still compromised by the TI bulk states. In order to overcome this problem, TI materials whose Fermi level can be efficiently tuned into the band gap are required. One promising candidate is Sb-doped Bi$_2$Te$_2$Se, specifically the quaternary system Bi$_{2-x}$Sb$_x$Te$_{3-y}$Se$_y$, whose surface states have been reported to make a sizable contribution to the electronic transport [216]. A promising alternative is Sb-doped Bi$_2$Te$_3$, in particular (Bi$_{1-x}$Sb$_x$)$_2$Te$_3$ with x close to 0.9 [217]. Nanoplatelets of both these compounds can be synthesized by the established CVD method (Section 3.1). In the growth experiments, the desired stoichiometry has to be adjusted by controlling the relevant parameters, specifically the mixing ratio of the components, the temperature profile inside the growth furnace, and the gas flow rate. In order to effectively adjust the Fermi level in the above compounds, a top gate could be implemented [218]. In combination with the available bottom gate, it should allow to independently tune the two surfaces into the n- and p-type regime [219].

### 7.2 Spin detection in TI/graphene heterostructures with NM electrodes

A further step towards the realization of an all-electric spintronic device may be achieved by the fabrication of TI/graphene spin injection devices in which some of the FM detector electrodes are replaced by NM ones. A schematic diagram of such geometry and an optical micrograph of prototype devices are shown in Fig. 7.1. For these devices, a number of configurations are possible, most prominently (i) the distance between the Co and the Au spin detector probes can easily be varied within the same device, allowing to directly probe the spin coherence length; (ii) the Co contacts can be decoupled by a tunneling barrier, thereby increasing the detection efficiency in both spin-valve and Hanle precession measurements; (iii) a top gate can be incorporated, in order to electrostatically tune the Fermi level and decrease the bulk interference with the spin signal that originates from the surface states. The possibility of spin detection with NM Ti/Au electrodes has been demonstrated for extended graphene sheets in a non-local measurement geometry [158]. The underlying mechanism has been ascribed to a non-linear interaction between spin and charge which leads to a potential difference longitudinal to the spin current. The detection of second harmonics
signals requires a high quality graphene channel. This could be achieved by a solvent-free graphene transfer [148], or through hBN-encapsulated graphene [145] [154] [155]. These approaches are able to preserve the properties of pristine graphene and would lead to larger spin coherence lengths in the graphene channel.

Figure 7.1 – Lateral spin valve geometry patterned onto a Bi$_2$Te$_2$Se/graphene heterostructure. a) Schematic diagram of the device, where the graphene is etched into a strip on both sides of the Bi$_2$Te$_2$Se, enabling the deposition of mixed FM and NM electrodes. The distance between the detector contacts can be varied, in order to estimate the spin coherence length. Additionally, non-linear detection of spin signals could be achieved in the absence of a FM detector. b) Optical micrograph of ready fabricated devices with NM electrodes for non-linear detection of the net spin polarization in the graphene channel.

7.3 Proximity-induced SO coupling in TI/graphene heterostructures

A TI/graphene heterostructure is an exciting platform for exploring the interaction mechanism between the two materials. Most intriguing is the possibility to exploit the strong SO coupling of the TI in order to enhance the one in graphene. Alternatively, such enhancement has been attempted by chemical modification, such as hydrogenation [159] [160] or fluorination [220], as well as by heavy metal deposition. It has been documented that metallic Pb islands are able to impart strong SO coupling onto graphene, as evidenced by scanning tunneling spectroscopy [221]. Unfortunately, both approaches can lead to disorder and decreased mobility. Proximity-induced SO coupling can also be achieved for example in heterostructures via the proximity of a suitable material with large SO coupling. One such material is the TMD WS$_2$ and it has been recently shown that when mechanically transferred on top of graphene, it emparts a SO coupling of up to 17 meV onto the graphene [160], which is about three orders of magnitude larger than the intrinsic one. Alternatively, WS$_2$ has been used as a substrate for graphene. In this case, electronic transport measurements have shown the emergence of WAL
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at low temperatures and a strongly reduced spin relaxation time [222].

Figure 7.2 – Towards enhanced SO coupling in graphene. a) Optical micrograph of a fabricated device, where the graphene in a Bi$_2$Te$_2$Se/graphene heterostructure is patterned by RIE into multiple long arms, which are electrically contacted with Ti/Au. b) AFM topography of the structure after the RIE step and height profiles of both materials (red: heterostructure, green: graphene).

In the last stage of this thesis, first devices have been fabricated in order to test the possibility to detect interface-induced SO coupling in graphene via its proximity to a TI. For this purpose, the epitaxial 3D TI/graphene heterostructures are especially promising owing to (i) the presence of heavy Bi atoms, (ii) the intimate coupling of the two components, and (iii) the lattice alignment achieved by van der Waals epitaxy, which is not possible in the case of a simple layer transfer that has been used for the TMD/graphene heterostructures mentioned above. Fig. 7.2a displays a ready fabricated device, in which a Bi$_2$Te$_2$Se thin platelet is epitaxially grown on top of exfoliated graphene. The latter is subsequently patterned into multiple protruding arms, as more clearly seen in the AFM topography image in Fig. 7.2b, which are then electrically contacted with Ti/Au. The magnetotransport measurements have been carried out in a Hall bar geometry, as shown in Fig. 7.3a. The longitudinal resistance $R_{xx}$ has been recorded by applying current to the contact pair 1-6 and detecting a voltage drop between electrodes 2-3 or 4-5. Its temperature and back-gate voltage dependence was investigated under perpendicular magnetic field (up to 14 T). From the local transport data, the position of the charge neutrality point (doping effects) and the carrier mobility can be determined. The Fermi surface size is commonly determined from the period of the SdH oscillations. SO coupling would give rise to a spin-split Fermi surface with different spin polarizations. It is thus expected that the SdH oscillations exhibit two frequencies that would allow to directly determine the SO interaction parameter $\alpha$. The gate voltage dependence of the frequencies indi-
cates for the type of SO splitting (for instance Rashba), as recently reported for graphene/TMD heterostructure devices [223]. Critical for the observation of pronounced SdH oscillations in the present BTS/graphene samples is the preservation of the high graphene quality. The first local measurement of Bi$_2$Te$_2$Se/graphene Hall bar devices is shown in Fig. 7.3b, where pronounced SdH oscillations are visible at higher fields for different gate voltages.

Figure 7.3 – First electronic transport measurements of Bi$_2$Te$_2$Se/graphene Hall bar structures. a) Schematic diagram a Bi$_2$Te$_2$Se/graphene heterostructure patterned into a Hall bar. b) First magnetoresistance measurements under perpendicular magnetic field, revealing SdH oscillations at large fields for a range of gate voltages. c) Comparison of the Ohmic and the non-local resistances at zero B-field. The inset shows a schematic diagram of a Hall bar sample of width $W$ and length $L$, where the charge current density $j_c$ generates spin current density $j_s$, if the SHE is present. d) Corrected magnetoresistance at low magnetic fields, exhibiting strong UCF oscillations and a peak at zero B-field, which undergoes a transition from WL to WAL for positive gate voltages.

Furthermore, the non-local resistance $R_{NL}$ is recorded as a function of gate voltage, when current is applied between electrodes 2-3 and voltage drop is measured between electrodes 4-5. In the presence of enhanced SO coupling, it is expected that the non-local resistance $R_{NL}$ magnitude would exceed the Ohmic longitudinal resistance $R_{Ohm} = \rho_{xx} \cdot e^{-\pi L/W}$. A direct
7.3. Proximity-induced SO coupling in TI/graphene heterostructures

Comparison of these two quantities is shown in Fig. 7.3c, where the zero-field $R_{NL}$ and $R_{Ohm}$ are plotted together. Even at high positive gate voltages up to 50 V, the Dirac point is not visible, suggesting that the graphene in the present device was strongly p-doped during the fabrication process. Here, the Ohmic contribution is larger than the non-local one, suggesting that there is no appreciable enhancement of the SO coupling. However, the conclusions drawn from this comparison depend strongly on the sample geometry, more precisely on the $W/L$ ratio of the graphene H-bar. In the case of large $W$, like for the present sample, it is hard to clearly distinguish between the local and non-local contributions.

Fig. 7.3c (inset) shows a schematic geometry of a non-local spin-mediated charge transport. The charge current applied between electrodes 2-3 generates a spin current, which diffuses in a direction perpendicular to the applied current, as governed by the mechanism of SHE. The distance it propagates is determined by the spin diffusion length $L_s$, and the voltage probes 4-5 detect the spin-induced transversal voltage. The non-local contribution only exceeds the Ohmic one, when $W \ll L_s$ [224]. Thus, in future experiments optimization of the device geometry might enhance the non-local contribution, such that it can be distinguished from the Ohmic transport.

Furthermore, for low perpendicular magnetic fields, SO coupling-induced WAL might emerge. Evaluation of the magnetoconductance data yields the spin relaxation time $\tau_s$ as a measure of the SO coupling strength [222]. The first magnetoresistance data obtained for a range of gate voltages (Fig. 7.3d) exhibits pronounced UCF oscillations, which make it difficult to determine whether or not there is a quantum correction to the magnetoconductance around zero B-field. Interestingly, when recording $R_{xx}$ with a very small step size of 500 $\mu$T, a crossover between WL and WAL is observed for positive gate voltages. However, in order to obtain more conclusive results, further devices with optimized geometry need to be investigated. Moreover, to get a clearer picture around zero B-field, ensemble averaging for multiple gate voltages has to be performed in order to suppress the UCFs. Additionally, it would be interesting to study the dependence of the non-local signal under in-plane magnetic field. Since the induced spin current $j_s$ points out of plane, an external in-plane magnetic field parallel to the applied charge current should give rise to Hanle precession. Detection of this precession would give access to the spin relaxation time and the spin diffusion length in the graphene channel.
Chapter 7. Summary and Outlook

7.4 The TI/graphene heterostructure for optospintronics experiments

Complementary to the magnetotransport studies, it is of interest whether signatures of the TI surface states can be detected by circularly polarized light. A similar goal has already been approached by a photoconductivity study on Bi\_2Se\_3 sheets using circularly polarized light [130]. Although the direction of the induced photocurrent could be controlled by the direction of the circular polarization, the interpretation of the obtained data is complicated by the large thickness of the Bi\_2Se\_3 sheets (≈ 120 nm), which favors bulk contributions to the transport. Additionally, the global laser illumination includes also the regions close to the electrical contacts. Better suited are 3D TI/graphene heterostructures, in which the graphene's atomic layer thickness and close proximity to the TI surface render it into a close-to-ideal detection platform for the generated photocurrent. Moreover, a local laser illumination (using a laser spot size below 1 µm) would enable the detection of the photoresponse of the TI sheet itself. An additional, intriguing option is to use the circularly polarized light to "optically pump" the spins within the 3D TI and detect them electrically after their lateral diffusion along the graphene.
A.1 CVD graphene/CVD hBN wet etching and transfer process

(i) Prepare a polystyrene solution by dissolving 50 mg polystyrene into 1 ml toluene.

(ii) Drop-cast a small amount of the solution on top of the Cu/hBN stack, taking care that the solution does not spread onto the bottom side, and hold the stack above a hot plate for 1–2 min until the film hardens. Place on a hot plate and bake for additional 2 min at 130°C.

(iii) Prepare an etching solution of DI H₂O, HCl, H₂O₂ (40/7.5/2, v/v/v) and float the Cu/hBN/polystyrene stacks on top for 30–40 min.

(iv) Transfer the stacks to DI H₂O.

(v) Transfer to a solution of HCl and DI H₂O (1/30, v/v) followed by 2-3 more transfers to DI H₂O.

(vi) Fish out the stack with a substrate (Si/SiO₂), which has been pretreated with O₂-plasma in order to achieve better surface adhesion.

(vii) Carefully dry the bottom of the substrate and blow dry at very low nitrogen gas flow in order to reduce the amount of water trapped between the stack and the substrate. Place onto a hot plate at 40°C and increase the temperature slowly until the water evaporates completely and the stack lies as a smooth film on top of the substrate.
(viii) Place the substrate in a toluene bath at 45°C for 1 hr in order to remove the polystyrene.

The above recipe works for the Cu etching and transfer of 2D films on top of SiO$_2$ or other chemically inert materials. Special care needs to be taken, when transferring graphene or hBN on top of TI materials, since they react with acids and water, such that their structural stability and properties are severely altered/damaged. In this case, the hBN/polystyrene stack is transferred to isopropanol after step (v). Subsequently, the substrate containing the TI film on top is used to fish out the hBN/polystyrene stack, which is typically more challenging due to the smaller surface tension of isopropanol in comparison to water.

### A.2 Flipping of epitaxial Bi$_2$Te$_2$Se/graphene stacks

![Diagram of flipping Bi$_2$Te$_2$Se/graphene stacks via PDMS stamping.](image)

Figure A.1 – Flipping of a TI/Graphene heterostructure via PDMS stamping.
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