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Abstract

Scanning tunneling microscopy (STM) and electron spin resonance (ESR) are both powerful

tools for investigating physical phenomena in materials. The combination of the two has

been sought out by the scientific community for decades and was successfully realized and

demonstrated in 2015. Since then ESR-STMhas been shown to be an extraordinary technique

for studying the physics of spins on the atomic scale. In its short lifespan the community

has shown the coherent control of single spins, the smallest magnetic resonance image of a

single atom, the measurement of the flip flop rate between two entangled spin states and

many more scientifically relevant and exciting results. With the goal to join this community,

we present in this dissertation the development and first results of a new state of the art

ESR-STM.

In the first half of this thesis we outline the way we designed a high frequency (HF) antenna

and outfitted a commercial STM with HF cabling that allows us to measure resonance signals

at up to three times higher Zeeman energy (ZE) than previously reported. We had to design

and implement both HF cabling and a HF antenna, as it is increasingly difficult to deliver radio

signals the higher their frequency. Our desired frequency range was 60GHz to 90GHz which,

with a base temperature of 320mK, would allow us to operate in a regime where the spin

state is initialized to the ground state. Prior to initial ESR measurements we also took the

opportunity to study microwave-assisted tunneling in superconducting junctions. This was

in conjunction with measuring the transfer function of our HF set-up, which was done by

observing the Tien-Gordon (TG) response of the coherence peaks. We provide insight into the

tunneling processes that occur in a superconducting gap usingmicrowave-assisted tunneling,

and find that the separate processes interact with each other due to the TG model breaking

down at high conductances.

In the second half of the thesis we present our first results showing ESR sweeps from 60GHz

to 98GHz, establishing that we successfully implemented an ESR-STM that functions in our

designed operational frequency range. We then follow the proof of principle with the first

two projects we worked on, bias dependent ESR-STM and temperature dependent ESR-STM.



We show that spin transitions couple to the electric field in the junction due to a g-factor and

tip field modulation that occurs when the spin system moves away from the substrate. We

show that this should be a general effect for any spin system whose g-factor is dependent on

the crystal field or spin-orbit coupling. Furthermore, we use this bias dependent ESR tech-

nique to control several spin transitions by shifting them from a region where the transitions

are of equal energy to one where they are not, simply by changing the bias. In this way we

demonstrate that the bias is one more tuning parameter in ESR experiments, similar to the

tip field. Lastly, with temperature dependent ESR-STMwe show preliminary data and specify

challenges that have to be overcome. With the preliminary results we speculate that the sys-

tem initializes around 1 K and that the temperature dependency of the ESR peak is dependent

on the ZE.



Zusammenfassung

Rastertunnelmikroskopie (RTM) und Elektronenspinresonanz (ESR) sind leistungsfähige

Werkzeuge zur Untersuchung physikalischer Phänomene inMaterialien. Die Kombination der

zwei Techniken wurde über Jahrzehnte von der wissenschaftlichen Gemeinschaft angestrebt

und im Jahr 2015 erfolgreich umgesetzt und demonstriert. Seitdem hat sich ESR-RTM als

außergewöhnliche Technik zur Erforschung der Physik von Spins auf atomarer Ebene er-

wiesen. Innerhalb kurzer Zeit hat diewissenschaftliche Gemeinschaft die kohärente Kontrolle

einzelner Spins, das kleinste Magnetresonanzbild eines Atoms, die Messung der Flip-Flop-

Rate zwischen verschränkten Spinzuständen und vieleweiterewissenschaftlich relevante und

spannende Ergebnisse gezeigt. Mit dem Ziel, ein Teil dieser wissenschaftlichen Gemeinschaft

zuwerden, präsentierenwir in dieser Dissertation die Entwicklung und erste Ergebnisse eines

ESR-RTMs auf dem neuesten Stand der Technik.

In der ersten Hälfte der Arbeit skizzieren wir, wie wir eine Hochfrequenzantenne (HF-

Antenne) konstruiert haben und ein RTMmit HF-Verkabelung ausgestattet haben, was es uns

ermöglicht, Resonanzsignale bei Zeeman-Energien (ZE) zu messen, die bis zu dreimal höher

liegen als bisher berichtet. Wirmussten sowohl die HF-Verkabelungwie auch die HF-Antenne

konstruieren und implementieren, da es mit höherer Frequenz zunehmend schwieriger wird,

Radiosignale zu übertragen. Unser angestrebter Frequenzbereich war 60GHz bis 90 GHz,

was es uns ermöglichen sollte, mit einer Basistemperatur von 320mK in einem Regime zu

arbeiten, in dem der Spinzustand im Grundzustand initialisiert ist. Vor den ESR-Messungen

haben wir außerdem die Möglichkeit genutzt, mikrowellenunterstütztes Tunneln in supralei-

tenden Kontakten zu untersuchen. Dies erfolgte in Verbindungmit derMessung der Transfer-

funktion unserer HF-Verkabelung, welche durchgeführt wurde, indem das Tien-Gordon (TG)-

Verhalten der Kohärenzpeaks beobachtet wurde. Wir bieten Einblicke in die Tunnelprozesse,

die in einer supraleitenden Energielücke bei mikrowellenunterstütztem Tunneln stattfinden.

Wir finden, dass die verschiedenen Prozesse aufgrund des Scheiterns des TG-Modells bei ho-

hen Leitfähigkeiten miteinander interagieren.



X

In der zweiten Hälfte der Arbeit präsentieren wir unsere ersten Ergebnisse und zeigen ESR-

Spektren von 60GHz bis zu 98GHz, was darlegt, dasswir erfolgreich die Technik des ESR-RTMs

implementiert haben und dass diese im gewählten Frequenzbereich funktioniert. Nach dem

Proof-of-Principle-Nachweis folgen zwei Projekte, an denen wir gearbeitet haben, nämlich

von der Biasspannung abhängiges ESR-RTMund temperaturabhängiges ESR-RTM.Wir zeigen,

dass Spinübergänge aufgrund einer Modulation des g-Faktors und im Magnetfeld der Spitze,

die stattfindet, wenn das Spinsystem sich vom Substrat entfernt, mit demelektrischen Feld im

Tunnelkontakt wechselwirken. Wir zeigen, dass dies ein allgemeiner Effekt für jedes Spinsys-

tem, dessen g-Faktor vom Kristallfeld oder der Spin-Bahn-Kopplung abhängt, ist. Außerdem

nutzen wir von der Biasspannung abhängiges ESR-RTM, um mehrere Spinübergänge zu kon-

trollieren und um sie von einer Region, in der die Übergänge bei gleicher Energie sind, zu

einer Region, wo dies nicht der Fall ist, zu bewegen. Auf diese Weise zeigen wir, dass die

Vorspannung eine weitere Stellgröße in ESR-Experimenten ist, ähnlich dem Magnetfeld der

Spitze. Zum Schluss zeigen wir zum Thema Temperaturabhängigkeit vorläufige Daten und

spezifizieren Herausforderungen, die bewältigt werden müssen. Mit den vorläufigen Ergeb-

nissen spekulieren wir, dass das System bei etwa 1 K initialisiert wird und dass die Temperat-

urabhängigkeit des ESR-Maximums von der ZE abhängt.
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1

1 Introduction

In the famous lecture ”There’s plenty of room at the bottom”, the idea was posited to en-

gineer materials on the atomic scale [29]. Many researchers attribute this to be the spark

that birthed the field of nanoscience, and a good portion of scientific resources in the past

six decades have been put into exploring this idea. In fact many concepts in this lecture have

been realized in the past decades, for example the manipulation and controllable rearrange-

ment of atoms, the ability to store information on the nanoscale, and the miniaturization of

electronics and computers [36, 43, 60, 66, 94]. Recently work has even begun on ideas past

the original lecture in the form of using quantum properties of nanoscale objects to perform

quantum computations [3, 24, 40]. Even with these developments, there are many ideas and

phenomena that are not yet feasible and/or applicable in practice; resources are continued

to be put into study of nanotechnology and the field is of great interest to the scientific com-

munity.

To achieve the aforementioned feats, scientists have had to build special tools to investigate

and control materials down to the nanoscale. One of these tools is scanning tunneling mi-

croscopy (STM) [13]. STM is a form of scanning probemicroscopywhere one brings a physical

probe close to the material of interest in order to image and study the surface. Furthermore,

the physical probe, known as the tip, can be used to manipulate the surface and is even able

to move, pick up and drop individual atoms [11, 94]. With such a tool researchers are able to

make images of surfaces down to picometer resolution, study the magnetic, electronic and

physical properties of materials down to the atomic scale, and even make movies by moving

atoms and using them as pixels [10, 18, 25, 35, 57, 116]! Currently, STMs are often combined

with other functionalities, which allow them to study phenomena that are usually not ac-

cessible with a basic STM. For example, in photon-STMs a photon detector is put near the

STM junction to investigate the emission of light induced by the current on the material [78].

Another example is the implementation of pump-probe schemes into STMs that allow them

to study temporal dynamics down to nanosecond resolution [55]. One of the functionalities

that the STM community had fervently tried to combinewith STMs is electron spin resonance
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(ESR) [7, 59]. This was first convincingly demonstrated in 2015 and the technique has since

then been aptly named ESR-STM [11].

ESR is a form of spin resonance and is used to study the magnetic properties of materi-

als [118]. Very importantly, its cousin nuclear magnetic resonance (NMR), is a technique

that has revolutionized medical imaging and characterization of chemical and physical com-

pounds [23, 30]. We are now even able to take real time NMR images and see directly

how internal biological mechanisms function [102]. ESR has similar capabilities but is more

suited to studying spin physics at higher energies. The combination of ESR and STM has led

to many novel observations and experiments such as: making the smallest magnetic reso-

nance image on a single atom, the study of singlet and triplet transitions in coupled spin

systems, the ability to coherently control the states of an individual spin, the real time ob-

servation of two spins flip flopping and the investigation into magnetic fields of individual

atoms [6, 16, 104, 109, 113]. Even in its infancy, it is clear that ESR-STM is a very powerful

tool to study magnetic properties of materials on the nanoscale. With the general goal in

mind of pushing the field of nanotechnology forward, and the more specific goal to be able

to study spin physics on the atomic scale, we present in this dissertation the development of

a new state of the art ESR-STM that is capable of probing resonances at triple the energies

previously reported [11, 84, 103, 104, 108].

Our motivation to push the energy splitting of our ESR-STM experiments beyond the norm

is twofold. The first reason is that we wanted to take advantage of the Tedrow-Meservey

(TM) effect which would require for us to work at higher magnetic fields than previously re-

ported [62]. As the strength of the field is directly related to the energy of the resonance, the

large fields that are needed for the TM effect makes it neccessary for us to be able to access

resonances at high energies. The second reasonwhywewanted to expand the energy limit of

ESR-STMs is that we wanted have a system where the spin was initialized to the ground state

at base temperature. This would allow us to probe the thermally induced transition from a

regimewhere only the ground state is populated to onewhere there is amixture between the

excited and ground state. Both of these ideas are investigated in this thesis. To access these

two possibilities we first purchased a low temperature STM that has a base temperature of

300mK, and then we outfitted the machine with high frequency (HF) cabling and a HF an-

tenna that lets us radiate into the junction at frequencies from 60GHz to 98GHz. The details

behind the HF cabling and antenna, along with the different methodologies used in the ex-

periments performed during this thesis, are presented in the upcoming chapter. Chap. 3 then

summarizes the theoretical background and knowledge needed to understand the remainder

of the dissertation.
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The scientific results are presented in the remaining five chapters before a conclusionary

chapter. The results can be roughly divided into findings made prior to measuring an ESR sig-

nal, and findingsmade using the full capabilities of the system. The former pertains to studies

of microwave-assisted tunneling in superconducting junctions, and studies of vanadyl oxide

pthalocyanine molecules on a superconducting surface. In the first project we wanted to use

our expertise on superconductors (SCs), along with the tunneling properties of supercon-

ducting junctions, to study the transmission of the HF cabling we installed. We successfully

characterized the HF delivery of our set-up, and were also able to use microwave-assisted

tunneling as a way to study tunneling processes between SCs. We then wanted to under-

stand the feasibility of using the TM effect to measure ESR signals, so we studied a sample

system that could use the TM effect in this way. VOPcs on Pb(111) was our system of choice

and even though we found challenges in our way to measure an ESR signal, we found that

VOPc nanocrystals on Pb(111) were an interesting and unique system that has not yet been

reported in literature.

We present proof that our ESR-STM can measure ESR signals within our desired frequency

range in Chap. 6, along with the details on how to characterize the tip and sample to perform

such ameasurement. We also briefly investigate the consequences of using a HF range on our

transmission and ESR signals. The last two results chapters hold studies on bias dependent

ESR-STM signals and thermally induced population dynamics in a spin system. In the latter

we present an initial experiment and show that there are some obstacles that have to be

overcome before a more complete experiment can be done. Nevertheless, we believe we

see a transition from a regime where the spin is initialized to one where it is not. In the

former studies on bias dependent ESR-STM, we find a new effect that has not been observed

experimentally and has only been briefly mentioned in literature [28]. What we find is that

we can directly control the energy of the spin transition with the bias voltage applied in our

STM junction. This effect is due to a change in the g-factor of the spin and a change in the tip

field felt by the system, which are both induced by a change in the electric field. Furthermore,

this phenomenon is found to be stronger than in bulk ESR experiments and we believe it is

a general effect for any spin system whose g-factor can be modulated by the crystal field or

spin-orbit coupling. Lastly, we use this technique to control spin transitions of a coupled spin

systems by showing an electrically induced transition from a regimewhere several transitions

are at the same energy to one where they are not.
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2 Experimental Methodology

2.1 Principles of Scanning Tunneling Microscopy

2.1.1 Quantum Tunneling

STM, as the name implies, functions on the basis of quantum tunneling. This is a non-classical

effect that posits that an electron can pass through a finite energy barrier if the spatial dis-

tribution of the electron’s wavefunction can reach through the barrier. In the case of STMs

we consider the wavefunctions of the two electrodes that form our STM junction, the tip

and the sample. If the tip and sample are brought close enough, with a distance of around

1 nm or smaller, the wavefunctions start to overlap through the vacuum space (which is our

energy barrier) [101]. When the relative Fermi levels of the tip and sample are shifted, the

electrons from the higher energy electrode will want to tunnel into the other electrode. In

this way, we create a current between the tip and sample by applying a bias voltage which

shifts their relative Fermi energies. This makes one thing clear, both the tip and sample have

to be conducting so that there are states for electrons to tunnel into. This does not exclude

thin insulating materials, i.e. monolayer (ML) MgO, which is considered to be an additional

potential barrier in the tunneling junction. If we keep the bias constant then moving the

tip closer to the sample will increase the current with the following dependency on the tip

sample distance, z :

I ∝ exp(−2κz). (2.1)

Here, κ is a decay constant which depends on the mass and energy of the electron and the

height of the potential barrier. Based on this equation we can consider the STM junction as

a variable resistor whose resistance can be adjusted by the height of the tip (in more compli-

cated models the capacitance also has to be considered). Using this tunneling phenomenon,
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we can get topographical information and spectroscopic information of our sample which is

explained in the following subsections.

2.1.2 Raster Scanning

Topographical information can be acquired bymoving the tip relative to the plane of the sam-

ple while tunneling. A very basic schematic representation is shown in Fig. 2.1 where we see

an example of a scan in constant current mode. In STM we have two modes, constant cur-

rent and constant height which both use Eq. 2.2 in different ways. In constant height mode,

the z-position of the tip is kept constant and the tip is moved in x and y (the plane of the

sample). The current will change depending on the local conductance of the sample which

results in topographical data. In the case of constant current, which is the mode in which

all topography was taken for in this thesis, we create a feedback loop between z and the

current. We ask our tip movement controllers to keep z at such a height that the current is

kept constant at our set point current. We then move the tip in x and y and record how the
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Figure 2.1: Schematic diagram explaining raster scanning in constant current mode. In the

top left of the figure we see the z-movement of the tip when it moves from an O

atom to an Mg atom as the current, I , is kept constant. In the bottom left we see

a schematic of the expected z-displacement when the tip moves over a periodic

lattice in the x-direction. Right of the figure shows the Fourier filtered topography

of an MgO lattice measured at UDC = -20mV and I = 9 nA. The dark spots are

the positions of Mg atoms and the bright spots are the positions of O atoms.
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tip moves in z . As is the case for the constant height mode, local resistivities of the sample

will change, and to compensate for the change in resistance the tip will have to move up or

down to acquire the set point current. On the top left of Fig. 2.1 is a representation of the

movement of the tip in z as it moves from a more conducting O atom to a less conducting

Mg atom. We can measure the change in z with respect to to x , and we show what could be

expected from the topography of a periodic lattice in the bottom left of Fig. 2.1. If we repeat

this measurement at many values of y we can get information on how the z-position of the

tip moves in the plane of the sample, which is our topography. On the right of Fig 2.1 we

see Fourier filtered topography of a MgO lattice measured in constant current mode (UDC =

-20mV, I = 9 nA). We see a periodic square lattice expected for MgO [32]. In practice we do

not continuously record the change in z but rather move discretely measuring the change in

the tip sample distance point by point, hence why this is considered a form of raster scan-

ning.

It is important to note that typically STMs move their tip and sample with the use of piezo-

electric crystals, which are controlled by high voltage electronics. In our case we control the

feedback of the set point current and the movement of our scanning piezos with commer-

cially available electronics and software (Nanonis).

2.1.3 Tunneling Spectroscopy

The second piece of information one can acquire in any basic STM set-up is information

on the density of states (DOS) of the tip and sample. This is done with a technique called

scanning tunneling spectroscopy (STS). In this case the tip and sample distance is kept con-

stant, and the bias applied between the tip and the sample is swept with the resulting cur-

rent being recorded. If we consider Bardeen’s approach, at low temperature the tunnel-

ing current is related to the voltage and the DOS of the tip and sample in the following

way [63]:

I = 4πe
~

eUDC∫
0

ρsample(EF + ε)ρtip(EF + ε− eUDC)|M(ε− eUDC , ε)|2dε, (2.2)

where M is the tunneling matrix defining the coupling between the electron wavefunctions

in the tip and sample. We can see from this that the tunneling current is dependent on the

convolution between the DOS of the tip and sample, which can change when there is a shift

in their relative Fermi levels. This equation can be further built upon to show that for a tip
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with a spherical wavefunction at the apex (s-wave) the DOS of the sample is proportional to

the derivative of the current with respect to bias [98].

dI
dU ∝ ρsample(eU) (2.3)

ρ�p

EF

EF

eUbias

ρsample

e- e-

e- e-

Figure 2.2: Schematic diagram on the left explaining

STS. When a bias is applied between the tip

and the sample, the relative Fermi levels be-

tween the two DOS changes. This causes

the tunneling electrons from the tip to probe

the change in the DOS of the sample. If

there is a larger DOS thenmore electrons can

tunnel. On the right is an example of real

spectroscopy of what is schematically shown

on the left. Spectroscopy was measured on

Fe on MgO/Ag(100) at a set point of UDC

100mV and I = 500 pA.

This equation is the basis of STS

and we can see that the I −U char-

acteristics of a junction are directly

related to the DOS of the sample.

It is important to note that this

approximation only works when

the tip DOS is constant, which

can often be achieved with cor-

rect tip shaping. Fig. 2.2 shows

a schematic representation of STS

where on the left we see the DOS

of the tip and sample represented

by blue blocks. When a bias volt-

age is applied, the two DOS move

relative to each other in energy,

and tunneling electrons from the

tip tunnel into the DOS of the sam-

ple that is accessible to them at

that bias voltage (in the opposite

bias the electrons would move in

reverse). If the DOS of the sample

increases then the resulting dI/dU
will increase. A representation of

the data one could expect from the DOS on the left side of Fig. 2.2 is shown on the right of

the figure.

We also usually use a lock-in amplifier, that is built into the electronics software, to increase

signal to noise. We use the amplifier to modulate the bias we apply at a chosen frequency

(usually 737 Hz) and then demodulate the current signal we get after it passes through the

junction. It can be shown that this resulting signal, the lock-in signal, is proportional to

dI/dU [95]. For all spectroscopic data in this dissertation a lock-in amplifier was used, where
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we used modulation amplitudes from 50 µV to 1.5mV depending on the size of the feature

we were interested in measuring.

It is also important to state that what has been said in this chapter refers to the basic case

where the tunneling process is elastic. There are forms of inelastic tunneling where the tun-

neling electron interacts with the environment and can either gain or lose energy [4, 37, 78].

A gain in energy only occurs when the environment has enough energy to give which is often

provided thermally. As our experiments are at very low temperatures our inelastic tunneling

processes involve electrons losing energy. In inelastic tunneling spectroscopy (IETS) there are

often energy thresholds at which there is a change in the perceived DOS (i.e. steps in the

resulting spectroscopy). In a simple example, a tunneling electron needs to have a certain

energy to interact with the environment. If it has enough energy an additional signal can be

made by that interaction which we pick up in the current. Examples that are relevant to this

thesis are spin excitation spectroscopy and the IETS step found around -80mV on on-site TiH

molecules. We will be discussing spin excitation spectroscopy in more detail in the upcoming

chapter. There is one last type of spectroscopy which we briefly use in this thesis. We use

field emission spectroscopy (FES) to differentiate between different layered MgO. FES tends

to be performed at much higher voltages than the other measurements we performed and

the feedback loop of the set point current is kept closed.

2.2 Electron Spin Resonance Scanning Tunneling
Microscopy

There are some specific details to performing an ESR-STM experiment that we would like

to outline in this subsection. We do this prior to the theoretical background that will be

presented on the ESRmechanism in Chap 3, so for nowwe only have to consider the following

to understand the aforementioned details. We perform ESR-STM measurements on a spin

system, which in our case is TiH on two ML MgO/Ag(100), that effectively acts as a spin-½

system. The energy levels of this spin system can be separated, or split, with the application

of a magnetic field, by a characteristic energy difference called the Zeeman energy (ZE). We

drive the spin system with an external RF source that also has a characteristic energy that is

proportional to its frequency. The resonance signal can be acquired when the ZEmatches the

energy of the driving RF radiation. Therefore, we canmeasure ESR signals either by sweeping

the frequency of the radiation, or by sweeping the ZE energy of the spin system by changing

the magnetic field.
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2.2.1 Generating a Constant Amplitude in the Junction

To sweep the frequencywe have to account for the frequency dependent change in the trans-

mission of our HF cabling. This is because we have to keep a constant RF power applied in our

junction during these frequency sweeps. The RF response of the tunneling current through

the spin system in our experiments is amplitude dependent and therefore an inconsistent am-

plitude will create large deviations in the baseline of the measurement. An example of this is

presented in Chap. 6. To account for this fact we measure a transfer function (TF) which tells

us how to attenuate the RF source as a function of frequency. We define the TF in units of dB

as follows [68]:

T = 20 log10 (
URF

1 mV ). (2.4)

We measure the TF by applying RF driving with no attenuation at the junction and extract

the RF amplitude by the change in STS. The details of this is dependent on the sample, but

one example of how we can extract the RF voltage is presented in Chap. 4. For ESR-STM

Figure 2.3: The TF of our HF cabling and antenna. a) TF in units of dB. b) TF in units of mV

showing the maximum RF voltage we are able to produce in the junction.



2.2 Electron Spin Resonance Scanning Tunneling Microscopy 11

experiments, we generally use the RF response of an IETS step found on one of the species

of our sample. As the software for the TF acquisition and generation was mainly the work

of my colleague, Maximilian Uhl, I refer everyone to his PhD thesis for more details on the

development and details of the TF measurements for our ESR-STM experiments. For this

dissertation it is important to knowwe can extract the RF amplitude in the junction based off

STS. We do this at all the frequencies we are interested in and measure T (fRF ). If we then

want to apply a constant RF voltage, we solve for how we wish to attenuate with respect to

frequency in the following way:

A(fRF ) = −20 log10 (
URF

1 mV ) + T (fRF ). (2.5)

Here, URF is kept constant and T (fRF ) will lead to defining how we have to attenuate the

signal when changing fRF , A(fRF ) (we apply A(fRF ) on our variable attenuator during our

frequency sweeps). We like to convert the TF into units of voltage, which then ends up rep-

resenting the maximum RF voltage that is possible at each frequency. This is often more

useful for finding good frequencies and frequency ranges as we know the general RF volt-

age threshold for measuring a signal in our machine, which usually is around URF = 10mV.

Both the TF in units of dB and mV is shown in Fig. 2.3. We see generally good transmission

from 60GHz to 80GHz and from 93GHz to 96GHz, and sporadic transmission in all other re-

gions. We find this TF to be more than capable of performing the ESR experiments we wish

to complete.

2.2.2 Detection Scheme

The detection scheme for measuring ESR signals is also quite unique and specific to ESR-STM

experiments. The full scheme is shown schematically in Fig. 2.4. We start by putting the

tip in contact with the spin system of interest and tunneling through it. The set point and

bias can be adjusted accordingly to change the position and amplitude of the ESR signal. We

tend to start with a set point of 100mV and 100 pA for the initial sweeps in a project, and we

keep the tip in slower feedback parameters during ESR sweeps than during other experiments

on the machine. The time constants of the proportional-integral controller parameters are

160 µs and 20 µs respectively, where the time constant here is a measure of how quickly the

controller changes the feedback and is the ratio of the proportional gain and integral gain of

the controller (T (s) = P/I). The tip is also kept in contact during the whole measurement

with the exception of our bias dependent ESR sweeps we present in Chap. 7. We apply an
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Figure 2.4: Schematic of the ESR signal detection scheme. In the middle we see the STM

junctionwith a TiHmolecule on top of theMgO/Ag(100) substrate. The spin states

in the TiH can be split with an external magnetic field, B, and the difference in

energy between the states is EZ . On the right we see the RF driving from the

antenna and the position of the lock-in amplifier in the circuit. The RF has two

frequencies, the frequency of the radiation, fRF , and the frequency at which it is

chopped, fchop. The lock-in amplifier is set to detect the change in current at fchop,

which is the result of the RF driving that is also set to fchop. The lock-in amplifier

here does not modulate the signal itself. On the left of the figure we see data of

an ESR signal. When the ZE and RF energy are equal, we get an additional change

in the current. When they are not equal we get the baseline change in the current

driven by the RF.

external magnetic field to a magnitude where we expect the spin splitting to be close to our

target ZE. This splitting is shown in the middle of Fig. 2.4. Next we send RF radiation towards

our junction which confines and couples to the tip, driving the spin system at that frequency.

We also chop this RF signal at a frequency fchop, which is done to increase the signal to noise

ratio. We pick up the resulting RF driving using the internal lock-in amplifier of our Nanonis

which is set to pick up a signal at fchop but set to not modulate the signal itself. The internal

lock-in then acquires the change in current that is driven by the RF radiation which gives us

a resonance signal when the conditions are correct. Off resonance we simply pick up the

change in the DOS resulting from the chopped RF radiation. On the right of Fig. 2.4 we see

the schematic representation of the RF chopping.

Finally, we can consider what happens when we sweep either the frequency or the magnetic

field. As mentioned before, when the ZE and the energy of the radiationmatch, an additional
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signal will appear and our lock-in amplifier picks this up. We start in a regime where the two

energies do not match (we are now picking up the base signal with our lock-in amplifier) and

we ramp either through magnetic fields or through frequencies. This is done sequentially

with atom tracking performed between each data point acquired. We find that either when

the RF driving changes or when the magnetic field is swept, the STM will drift from thermal

stress that is a result of eddy currents or a change in the radiative heating. The atom tracking

between each data point is there to counteract the effect of this drift. Eventually, when the

resonance condition is met we measure the ESR signal. This is shown on the left of Fig. 2.4

where there is an ESR magnetic field sweep presented. We usually atom track in between

each measurement point for around one second and we tend to acquire data points with

600ms integration time.

2.3 Experimental Set-Up and Techniques

2.3.1 Laboratory 1E05

The STM we used in our experiments was a commercially manufactured Unisoku USM1300.

The machine is kept in the 1E05 lab found in the basement of the Max Planck Institute in

Stuttgart, Germany. A picture of our lab and the STM is shown in Fig. 2.5. We are able to

bring the STM junction down to temperatures of 320mK with a single shot He3 refrigera-

tor. The condensation can last from several days to several hours depending on the amount

of microwave heating in the junction. Even when the refrigerator is fully operational we

are able to heat the junction above 1 K using our RF radiation, so the change in the hold

time of the He3 can be considerable during ESR experiments. Our STM also has an out of

plane magnetic field with a maximum field of 6 T, which we use to facilitate our ESR mea-

surements and spectroscopic experiments on spins. The STM junction is also directly con-

nected to a ultrahigh vacuum (UHV) chamber which allows us to prepare samples and tips

in UHV. We assume that the junction is also constantly in UHV with the He3 pot acting as a

cryopump in the junction. In such conditions, we find excellent stability with tips lasting for

months before breaking and our current sample staying functional in the junction for over

eight months.

We eliminate noise in our experiments in three ways. First, we mechanically isolate the sys-

tem from the environment putting the STM on a floating table that is on dampers, which is

then put on a one-ton block floating foundation that is also on dampers. Both the one-ton
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Figure 2.5: Picture of the ESR-STM lab in theMax Planck Institute in Stuttgart. We can see the

one-ton block foundation and floating table that help eliminate mechanical vibra-

tions from our system. On the left, we see a rack that contains our RF generator

in the rack and our Nanonis on top of the rack. Inside the floating table, we see a

green barrel that is the cryostat. On top of the table, we see the preparation and

load lock UHV chambers.

block and table can be seen in Fig. 2.5. A tertiary form of mechanical damping is applied di-

rectly in the STM junction space where the junction hangs on a set of springs. Second, we

eliminate electronic noise by floating all the electronics necessary for measurements with an

isolation transformer, and then grounding them to a centralized copper plate on the STM.We

then ground the copper plate to the institute ground. In this way we decrease 50Hz noise in

our system. The last procedure we have to follow is to finely adjust the cryostat by putting

Figure 2.6: Noise spectrum of our STM in quiet measurement mode at UDC = 100mV and

I = 100 pA. We see that all the peaks are well below two orders of magnitude

below our set point current.
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it in an under pressure of 50mbar and setting the 1 K pot needle valve to a precise value.

If the needle valve is too far open, or without the under pressure in the cryostat, we find

strong pinging noise in our current signal. If the needle valve is too far closed we tend to heat

up overnight to 20 K, which ruins any samples made for measuring ESR signals. With all the

appropriate noise elimination we can get a noise spectrum shown in Fig. 2.6 at a set point

current of 100 pA. We see that all the noise peaks are below two orders of magnitude of our

current, which is a foundation for quiet experiments.

2.3.2 High Frequency Delivery

To radiate our junction at frequencies from 60GHz to 90GHz we had to put great care and

thought into designing the delivery system of the HF driving. The signal generation starts

outside the STM inlet, as seen in Fig. 2.7, where a frequency generator (FG) starts by sending
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Figure 2.7: Schematic diagram of the STM insert highlighting the HF cabling. Yellow lines

are commercial .047 semi-rigid coax cables, orange line is Cu/SPCW .047 cable

and blue line is superconducting NBTi .047 cable. Purple blocks represent HF

feedthroughs. HF line terminates at the HF antenna that faces the STM junction.
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a chosen signal from 10GHz to 20GHz. The frequency of this signal is multiplied sixfold be-

fore reaching a variable attenuator, which we use to control the amplitude of the radiation

hitting our junction. The cabling here is commercially available semi-rigid coax cables, rated

to 110GHz, which terminate at the first feedthrough connecting the inter vacuum chamber

(IVC) and the space in the lab. This feedthrough is also commercially available with a rating up

to 60GHz, but as shown by our measurements we still get transmission up to 105GHz. The

cabling after the feedthrough is Cu/SPCW cabling, which then converts to a superconduct-

ing NbTi cable at the 1 K pot. We thermalize all the cabling down to the next feedthrough

by sequentially connecting the cabling to the baffles in the IVC using Cu wires. This way we

guarantee the superconducting cabling is superconducting during operation and this elimi-

nates any attenuation in that line. The next feedthrough is found at the He3 pot flange that

connects the IVC to the STM junction space, and is a vacuum feedthrough made with a NbTi

conductor sealed with indium. Finally, flexible semi-rigid coax cable is used again to connect

the feedthrough to the antenna. Flexible cable has to be used because our junction is floating

on springs and it has to be able to freely move.
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Figure 2.8: a) Schematic diagram of the antenna car-

rier with the lens and connector labelled.

b) Geometry of the HF bowtie antenna.

c) Simulated reflection response of the an-

tenna. Shows power dissipation for frequen-

cies above 60GHz.

For the antenna design we started

by considering a bowtie geome-

try knowing that we sought out

a broadband antenna capable of

radiating at a range of 30 GHz.

We optimized the antenna geome-

try by simulating the reflection re-

sponse of the antenna over a range

of 0 GHz to 120GHz. The assump-

tion here is thatwhatever is not be-

ing reflected back by the simula-

tion would be the resulting radia-

tion coming from the antenna. The

final geometry and its simulated re-

flection is shown in Fig. 2.8 b) and

c) [61]. Panel a) shows the chip car-

rier in which we put a silicon chip

with our antenna design printed on

top. The chip carrier has a silicon

lens attached, which helps focus

the radiation into the junction, and has a HF connector that we connect to the HF cabling
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shown in Fig. 2.7.
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Figure 2.9: Schematic and dimensions of the short and

long tip holder. Not to scale.

We would also like to take this op-

portunity to discuss another com-

ponent of the STM that we con-

sider to be related to the RF deliv-

ery, the tip holders. This is because

the efficiency of the coupling from

the RF radiation to the tip apex is

directly related to the geometry of

the tip holder and wire that the RF

wave hits. With this in considera-

tion, we asked our STM manufac-

turer to construct longer tip hold-

ers that would have a larger surface area and that would let us choose tip wire lengths de-

signed to be Λ/4 resonators of our radiation. The geometries of our two tip holders are

shown in Fig. 2.9 and their effect on the RF delivery is discussed in detail in Chap. 6. In short,

we find that short tip holders with long tip wires give us the best RF driving in our junction,

which we believe indicates that increasing the surface area on which the radation can hit the

tip wire is the best way to optimize the transfer function.

2.3.3 Low Frequency Driving

With minor adjustments to our instrument we are also able to drive the junction at low fre-

quencies (LF) of 100 kHz to 20GHz. We do this by sending the RF signal through the same

line with which we apply a bias on the STM junction. In practice this involves using a bias

tee to combine our DC bias and our RF bias and then applying this combined bias on the

tip. Several Unisoku STMs are used in this way around the world to perform ESR-STM exper-

iments [104, 108]. We use the same FG as in our HF set-up, which is limited from 100 kHz to

20GHz. We use this frequency range for spins whose states we cannot split strongly enough

with our magnetic field to be able to probe with our HF regime. Specifically in this disser-

tation, we use it to measure ESR signals on O-site TiH molecules on MgO. It is important to

note, that although the mechanism of the RF coupling to the junction for the HF set-up and

LF set-up is different, the effect is the same. In both situations, we produce a bias in the

junction at some RF with a defined voltage. In the case of the HF set-up this bias arrives

from electromagnetic radiation from the antenna that couples into our tip and tip holder and
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then geometrically confines itself onto the tip apex [34]. For the LF set-up the RF driving is an

alternating bias that is applied directly on the bias cable.

2.3.4 Tip Shaping and Sample Preparation

In this subsection, we would like to summarize the preparation methods for all the samples

andtips used during the experiments presented in thiswork. TheV(100), Pb(111) andAg(100)

were all cleaned in UHV with repeated cycles of Ar+ ion sputtering at 5 kV and annealing at

1030 K, 470 K and 820 K for V, Pb and Ag respectively. VOPc nanocrystals were deposited

for 10 seconds by evaporating VOPcs out of a Knudsen cell heated to 360 K. The sample was

cooled to 77 K during deposition and was inserted into the STM immediately after. MgO was

grown on Ag(100) by simultaneous thermal evaporation of Mg onto the substrate, heating of

the Ag substrate and leaking of O2 into the UHV chamber. Deposition times ranged from fif-

teen to twenty minutes with theMg Knudsen cell being heated to 500 K, the Ag being heated

to 520 K and the O2 being leaked to 10
-6mbar. Fe and Ti were deposited using e-beam evap-

orators by applying an emission voltage of 850 V for both cases and an emission current of

8.5mA for Fe and 19mA for Ti. We expect the evaporation temperatures to be approximately

1200 K for Fe and 1500 K for Ti. Deposition of Fe and Ti was done with a sample pre-cooled in

the STM junction, which was then taken out for no longer than 40 seconds. Deposition time

was between one and two seconds and the sample was cooled back down in the junction in

a way as to not heat up above 16 K. Any over excessive heating will cause the Ti and Fe atoms

to be mobile on the MgO, which causes them to cluster and ruins the procedure. Ti atoms

naturally hydrate during deposition due to the residual H in the UHV chamber. TiH molecules

on the MgO surface can be moved using atom manipulation in order to create dimers. They

can be dragged under the tip with a constant current set point of I = 7 nA and UDC = 0.35 V,

which is used to move the molecules large distances [114]. Percise movement of a molecule,

moving it from binding site to binding site, can be done by moving the tip to the target site,

setting the junction resistance to 50MΩ and then ramping the bias from 1mV to 300mVwith

the feedback loop off.

Tips presented in this thesis where all 0.5mm in diameter. Both V and Pb tips were made by

cutting pure (99.999%) polycrystalline wires, which were then installed into our tip holders

and inserted into the STM. Field emission at 100 V and 10 μA was performed on V(100) for

V tips and Pb(111) for Pb tips until the tips were stable. Once tips were stable, they would

be inserted into the clean substrate by 1 nm to 10 nm to eliminate any Shiba states in the

superconducting gap. If we wanted to enlarge the gap we would insert the tip at 10 V into
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a)

5 nm 5 nm

b)

Figure 2.10: Demonstration of picking up Fe atoms for ESRtip creation (UDC = 100mV, I = 20 pA

for both panels). In the left panel we see a scan of MgO/Ag(100) with Fe atoms

circled on top of the MgO. On the right, we see the same MgO flake and no Fe

atoms indicated by the circles that used to contain Fe atoms.

the substrate by 30 nm and repeat until we got the desired result. In both the case of V and

Pb, we were looking for tips that produced large superconducting gaps (approx. 0.8∆) with

no additional states in or around the gap. For ESR tipswe used Pt/Ir tipwires which camewith

the commercial STM, which were machined by the manufacturer to have a macroscopically

conical apex. Tips were inserted into the STM junction and field emission was performed on

Ag(100) until the tip was stable (Uem = 100 V, Iem = 10 μA). We assume at this stage the tip

was coated with Ag. Once the tip was stable and we had clean Ag(100), we would growMgO

and deposit Fe and Ti on the substrate. To eliminate any double tips we would insert the tip

into clean Ag by 5 nm to 20 nm until the double tip was eliminated. To make a suitable tip

for topography we would insert the tip by 1 nm into clean Ag(100) until we could acquire the

desired topography. Good topographymakes it possible to identify the variousmolecular and

atomic species on the MgO without needing to do spectroscopy. Finally, ESR tips were made

by picking up Fe atoms, which was done by lowering the tip by 300 pm and applying -550mV

for one second on top of the Fe atom. This recipe can reproducibly pick up atoms without

disturbing any nearby species as seen in Fig. 2.10. More details on finding an ESR sensitive

tip are presented in Chap. 6.
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3 Theoretical Background

In the majority of this dissertation, we are performing experiments in which we are tunnel-

ing through something magnetic, which is obvious due to the nature of ESR, or through a

superconducting junction. Therefore, a summary of the various tunneling processes through

spins and between SIS junctions is necessary. Furthermore, our machine has an antenna

that can apply a microwave voltage in our junction. The effect on the tunneling also has

to be understood. Lastly, ESR-STM, which is the basis of this thesis, should be understood

on a more fundamental level. This chapter serves as a general overview of these top-

ics.

3.1 Tunneling Between Superconductors

3.1.1 Quasiparticles

In a simplemodel, the DOS of a SC can be considered to be consisting of two parts, the normal

conducting part, where there is enough energy to break the superconducting behaviour by

perturbing the electrons, and the superconducting part, which we call the superconducting

gap [8, 17]. The Bardeen Cooper Schrieffer theory interprets this by explaining that within the

superconducting gap the electrons condense into pairs that are called Cooper pairs (CPs), and

this leads to the many properties of SCs. In the low temperature limits of our experiment,

the transition from superconducting to normal conducting behaviour is a sharp transition

occurring at the gap energy ∆, and results as a sharp peak in the DOS which is called the

coherence peak [47, 106]. In the framework of SCs we consider the tunneling that results in

these coherence peaks to be quasiparticle tunneling, where quasiparticle states are based on

the superposition of the electron and hole states of the broken SC. What this means is that

one elementary charge e is transferred during each tunneling event on the coherence peaks,

which we will show we can probe with microwave-assisted tunneling. If we want to consider

what to expect from STS, our discussion in the previous chapter showed that the measured
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signal is based on the convolution of the DOS of the tip and sample. This tells us that in a

SIS junction we will measure the convolution of the two superconducting gaps resulting in a

gap size of,e(∆tip + ∆sample), with coherence peaks positioned at those energies. We can

measure this gap without any other states at low conductances, and we compare the size of

our observed gaps with literature values to ensure we have good preparations; we know the

sample gap should be what is reported in literature, and we optimize the magnitude of our

tip gap, which is rarely as large as the sample gap.

3.1.2 Josephson Effect

If we increase the conductance between the two SCs we can get access to a new form of

tunneling called the Josephson effect [41, 42]. This effect describes a form of CP tunneling

in between the SCs at biases near zero. The Josephson relations that define the resulting

current are as follows [9]:

I = Ic sin(φ), (3.1a)

∂φ

∂t =
2eU(t)

~
. (3.1b)

What this set of equations states is that if there is a voltage applied in the junction then

we drive a changing phase difference between the CP wavefunctions in the two SCs. This

phase difference can then result in a current with a maximum possible current of Ic , other-
wise called the critical current. At zero bias these equations show that there is a constant

phase difference between the two electrodes, which results in a constant current that can

take any value between Ic and −Ic depending on the value of the phase difference. If we

now apply a fixed bias, the phase will change linearly with time resulting in an AC Josephson

effect.

What has been stated in the previous paragraph stipulates a well defined phase in the

Josephson junction and this condition is not necessarily met in the case of a STM junc-

tion. Due to the ultrasmall size of our STM junctions, the tunneling current is in the dy-

namical Coloumb regime [4, 39]. What this means is that the particles are sequentially tun-

neling, their interaction with the enviroment is not negligible and they are phase incoher-
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58 µeV 

Figure 3.1: a) I − U measurement showing the Josephson effect whose width is 58 µeV

(UDC = 2.5mV, I = 10 nA). Width is measured as the distance between the cur-

rent minima and maxima. b) Spectroscopy of the Josephson effect showing the

peak at zero bias (UDC = 2.5mV, I = 10 nA).

ent. The Josephson current that is measured in STMs can then be defined as the follow-

ing:

I(U) =
4πe
~

(
EJ

2 )2 [P(2eU)− P(−2eU)], (3.2)

where EJ is proportional to the critical current. Here the P(E ) function defines the broad-

ening of our Josephson effect and is mainly affected by the capacitance in the junction and

the temperature. This broadening will also effect the other features in our superconduct-

ing gap so we always look to optimize the width of the Josephson effect in our experiments,

which is currently around 58 µeV. The width is defined as the distance between the max-

imum current and mininum current of the Josephson effect as seen in Fig. 3.1 a). In our

STS experiments, the Josephson effect is measured as a peak in the conductance at zero

bias, as seen in Fig. 3.1 b), and we know that it is a result of two elementary charges tun-

neling.

3.1.3 Multiple Andreev Reflections

If we increase the conductance even further we can get access to a third type of tunneling

called multiple Andreev reflections (MARs) [2, 67]. This is a complex form of tunneling that

is the result of the tunneling quasiparticles being reflected back and forth in the junction. At
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MARs
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Josephson Effect Coherence PeakCoherence Peak
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Figure 3.2: STS showingMARs (UDC = 2.5mV, I = 220 nA). Each reflection is labelled with its

order and charge transfer per tunneling event. Josephson effect and coherence

peaks are also labelled with the name and charges trasnferred per event.

each reflection, the particle will return with a charge reversal and to conserve charge a CP has

to be injected into the superconducting gap. MARs show up as peaks in our superconduct-

ing gap at positions that are related to the number of reflections, or the number of charges

transferred [20]. The number of reflections is typically called the order of theMAR, n, and the
order will define the charge transferred as (n + 1)e. Fig. 3.2 shows MARs measured in a SIS

junction with each reflection being labelled with its order and charge transfer per tunneling

event. Fig. 3.2 also shows and labels the coherence peaks and the Josephson effect alongwith

the charge transferred during their tunneling events. As previously stated, the position of the

MARs inside a superconducting gap can be used to determine the charges transferred dur-

ing that process, but additionally the positions and amplitudes can also be used to study the

charge contributions to the tunneling current using full counting statistics (FCS) [22]. In other

words, we are able to seperate the different charge contributions to the tunneling current

and view them individually. We take advantage of FCS and the amount of charge transfers in

first and second order MARs in this dissertation.

3.2 Microwave-Assisted Tunneling

Microwave-assisted tunneling in STMs has been shown to be a useful way to study the prop-

erties of tunneling particles specifically by being able to probe their charge [27, 49, 79, 99].

In the simplest case the effect of the microwave on the unperturbed conductance is defined
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by the Tien-Gordon (TG) model [99]:

GRF (UDC ,URF ) =
∞∑

n=−∞

J2
n (

eURF

hf )GDC(UDC − nhf
e ). (3.3)

Here UDC and URF are the bias voltage and the RF voltage, GDC is the unperturbed con-

ductance, e is the elementary charge, f is the frequency of the microwave, h is the Planck’s

constant and Jn is the nth order Bessel function of the first kind. What this equation describes

in the first half is that as you increase URF , more and more Bessel functions of higher order

will become non-zero. The second term then describes that the unperturbed conductance

will be shifted by multiples of n, with a spacing related to the microwave energy, hf . These
shifted conductances, or replicas as we colloquially call them in this dissertation, will change

in amplitude depending on their order, n, as shown in the Bessel function term of the Eq. 3.3.

In literature, n is considered to be the photon order but we prefer to use replica order as this

effect is not the result of photon-assisted tunneling. We know this by considering the Keldysh

parameter, γ � 1 , and know that we are in the ionization regime rather than the multipho-

ton regime [44, 121]. This is due to our relatively lowmicrowave amplitudes, which are 50mV

or less. This detail is discussed more thoroughly in Chap. 4. It is understandable though why

this effect might be interpreted as photon-assisted tunneling due to the spacing of the repli-

cas being directly related to hf , which makes it intuitive to assume absorption and emission

of photons. To understand why this signature appears in the RF response of spectra, we can

consider the voltage driving resulting from the microwave:

U(t) = UDC + URF sin(ωt + π/2). (3.4)

In the case of the Josephson effect we can insert Eq. 3.4 into Eq. 3.1b, inte-

grate over time, and get the following result for the time depedent phase differ-

ence:

φ(t) = φ0 +
2eUDC

~
t + 2eURF

~ω
sin(ωt). (3.5)

Inserting this into Eq. 3.1a can lead to the expression [49]:

IRF = IDC
∑

n
(−1)nJn(

2eURF

~ω
) sin(φ0 +

2eUDC

~
t − nωt), (3.6)



26 3 Theoretical Background

which is very similar to the original TG equation (Eq. 3.3). Whenever 2eUDC t/~ and nωt
cancel out there is a large DC contribution (these are the famous Shapiro steps), which we

call replicas [19, 87]. This previous line of reasoning relies on a on a well defined phase differ-

ence between the two electrodes in the junction which is not the case in STMs. As previously

mentioned, STM junctions are ultrasmall which puts the tunneling processes in the dynam-

ical Coloumb regime which is characterised by large fluctuations in the phase. Theoretical

treatment of the Josephson effect under AC driving and in the dynamical Coloumb regime

gives the following:

GRF (UDC ,URF ) =
∞∑

n=−∞

J2
n (

2eURF

hf )GDC(UDC − nhf
2e ). (3.7)

We see that the positions of replicas resulting from this equation are the same as in Eq. 3.6

but the dependency of the replicas on the driving amplitude differs. As our data is replicated

by modelling defined by Eq. 3.7b this is a good indication that the tunneling events in our

junction are indeed in the dynamical Coloumb regime. Furthermore, Eq. 3.7 now matches

Eq. 3.3 almost exactly with one important difference, the charge term in both equations. In

the case of the basic TGmodel, single charge tunneling is modelled. In the case of the Joseph-

son effect, CPs tunnel with a charge of 2e so the charge term in Eq. 3.3 is multiplied by two.

This is what allows microwave-assisted tunneling to probe the charge of the tunneling parti-

cle. Experimentally this is investigated by the spacing of the replicas and their dependency

onURF . Comparing quasiparticle tunneling and CP tunneling, the spacings of the replicas are

hf /e and hf /2e, respectively, and the dependency on the RF amplitude is twice as quick for

CPs as it is for quasiparticles.

3.3 Electron Spin Resonance

3.3.1 Zeeman Splitting

Electron spin resonance relies on the lifting of the degeneracy of states in an unpaired elec-

tron via a magnetic field. If we want to understand the perturbation of a magnetic field on

an atom we can consider the following Hamiltonian term:

Hmag = −µ̃ · B̃, (3.8)
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where µ̃ is the magnetic moment of the atom. If we consider only the electronic part of the

magnetic moment we can expand the equation to:

Hmag =
µB(gl L̃ + gs S̃)

~
· B̃, (3.9)

where µB is the Bohr magneton, L̃ and S̃ are the orbital and spin angular momentum op-

erators, and gl and gs are their respective gyromagnetic ratios. When the effect of the

spin-orbit coupling is small, which is the case for our experiments due to our relatively

large external magnetic fields, the energies resulting from this Hamiltonian term are sim-

ply:

Emag = µB(ml + gsms)B, (3.10)

where ml and ms are the magnetic quantum numbers. This effect was first observed experi-

mentally in 1896 by Pieter Zeeman, and we call the difference in energy between two states

that are shifted by this effect to be the Zeeman energy (ZE). We also call the splitting of these

states the Zeeman splitting. Generally, in ESR we consider the transition ∆ms = 1 , which
then leads to our mathematical description of the ZE:

EZ = ∆Emag = µBgs∆msB = µBgsB. (3.11)

The last thing we have to consider for our experiments is that the contribution to the mag-

netic field comes from two sources, the external magnetic field and the magnetic field that is

projected by the Fe atom on the tip. The ZE is then defined as:

EZ = gµB(Bext + Btip). (3.12)

Here the subscript on the g -factor is removed for brevity, and for the remainder of the thesis

any g -factor that is mentioned is the dimensionless magnetic moment of the spin operator.

Eq. 3.12 is a powerful tool for our analysis as it condensesmany ESR sweeps into two parame-

ters, the g -factor and the tip field. Here, the g -factor defines how strongly the magnetic field

splits the states in the spin system andBtip gives a quantity for the magnitude of the tipmag-

netic field felt by the spin. Mathematically they are related to the slope and the x-intercept

of the linear fit using Eq. 3.12.
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3.3.2 Potential Mechanisms for Electron Spin Resonance Scanning
Tunneling Microscopy

In bulk ESR, the mechanism that drives the resonance is an absorption of a photon of the cor-

rect energy. The energy of this photon, hf , is of course defined by the fundamental Planck’s

law [73]. When this energy and the ZE match, we can detect less of our input radiation due

to the absorption of this radiation and we call this absorption the ESR signal. In the case

of ESR-STM the situation is more complicated as we are not in the photoionization regime,

which we know from the Keldysh parameter, and we can not consider multiple photons being

absorbed. As previously mentioned the Keldysh parameter defines the difference between

the photoionization regime and tunnel ionization regime, and will be discussed more thor-

oughly in the context of our experiment in Chap. 4. This then leads to the question, what

is the mechanism behind ESR-STM? Unfortunately, due to the youth of the technique there

is no consensus in the community but we have been provided with several interpretations

and models [12, 28, 33, 50, 86, 88]. As this thesis is not a theoretical work we do not want

to comment too strongly on which model is more or less correct. Here we simply would like

to present the different interpretations and their mechanisms along with their merits and

setbacks when comparing them with experimental observations. We will be talking about

spin-polarized (SP) current in the following discussions which will be more thoroughly intro-

duced in the last subsection of this chapter. For now we should know that a SP current is one

whose spin up and down portions are assymetric.

Piezoelectric Coupling of the Adatom to the Radio Frequency

In the very first publication where ESR-STM was demonstrated, the authors postulated that

the ESR mechanism might be due to a z-movement of the Fe atom caused by the RF driv-

ing. This in turn would cause the Hamiltonian to be time dependant due to oscillating ligand

fields [11]. This would then drive transitions between the two lowest energy levels in the Fe

atom. This was expanded to a more general case by the authors of Ref. [50] who explain that

any periodic change in the Hamiltionian could cause spin transitions. They base this off a

Taylor expansion of a general spin Hamiltonian around z = 0 :

H ≈ H0 + z(t)∂H
∂z

∣∣∣∣
z=0

. (3.13)
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Here, H0 is the time indpendent portion of the Hamiltonian that defines the splitting

between the ESR states. When the second term is modulated at a frequency that

matches the spin splitting of the first term, transitions between the ESR states are in-

duced.

Now the immediate question is what could possibly create a relevant ∂H/∂z term. Ref. [50]

proposes three possibilities, the exchange coupling between the tip and sample spins, the

crystal field term being modulated and the dipole interaction between tip and sample. The

first and third possibility are similar in that they are based on the interaction between the

magnetic species on the tip and the sample spin, where the first considers the Heisenberg

exchange interaction to be dependent on the z-position, J(z(t)). The latter is naturally de-

pendent on z as the dipole interaction between two spins is dependent on the distance be-

tween them. The second possible way that the Hamiltonian is being modulated is via the

crystal field where F denotes the crystal field term and ∂F/∂z 6= 0 . In fact this is nearly

identical to the mechanism proposed in the original paper but is more general. DFT calcu-

lations estimate the crystal field to be modulated by 60meV/nm in TiH molecules on MgO

and our interpretation of our data in Chap. 7 is also based on a non-zero cystal field modula-

tion [28].

The authors of Ref. [50] then explain that this type of driving will result in a population differ-

ence between the two spin states, which, as described by the Bloch equations, they define

as:

P↑ − P↓ = tanh

(
~ω0

2kBT

)(
1 − Ω2

0 T1T2

1 + (ω−ω0 )2T 2
2 + Ω2

0 T1T2

)
(3.14)

Here, Ω0 is a measure of the efficiency of the driving force and T1 and T2 are the

relaxation and coherence times of the spin. This population imbalance can then be

picked up by a magnetoresistive mechanism between the spin system and the magnetic

tip.

Several forms of criticism are presented for this interpreation in literature. Firstly, the shape

of the resonance provided by Eq. 3.14 is symmetric unlike the ESR signals that have been

measured in experiment. Secondly, there are groups who claim the estimated driving force

is too small [33]. Lastly, there is specific criticism towards the crystal field modulation not

being a significant contribution to driving ESR on Fe atoms due to multiplet calculations [83].

Nevertheless, this interpretation also hasmany qualities that agreewith experiment. Asmen-

tioned before, we personally observe an effect in this dissertation that we explain with crystal
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field modulation. Furthermore, there is recent evidence that a nearby magnetic atom has

to be situated near the ESR system for a signal to be measured. This indication was found

when performing a remote detection of the ESR signal, where the tip apex is positioned on

a different molecule than the one being driven by the RF [71]. What was found is that the

signal of the remote species can only be detected when it is near an Fe atom. This finding

suggests that either the exchange interaction or the dipole interaction drives the ESR signal.

Lastly, the authors in Ref. [50] argue that this model is very general (although other groups

argue otherwise). It mainly specifies that the spin system has two energy eigenstates where

transitions are allowed. This is in agreement with the different spin species that ESR-STM

has been measured on. Also, this model leaves the space for many dependencies of the

rate of the spin transitions (otherwise known as the Rabi rate), which is found to be de-

pendent on specific parameters (set point current, bias voltage, RF voltage and tip sample

distance), and has been studied in-depth to gain further insight into the ESR-STM mecha-

nism [83].

Modulation of the g-Factor

The same group that proposed the piezoelectric driving mechanism in the previous

model also gave a complementary mechanism based on a piezoelectric modulation of

the g-factor [28]. The idea here is that this modulation is different depending on

the axis of the modulation and this anisotropy can cause transitions. The authors in

Ref. [28] start by defining the Zeeman Hamiltonian and the time dependent perturbation

as:

HZ = gxµBBxSx + gzµBBzSz = µB b̃0 · S̃ , (3.15a)

U(t) = (δgxµBBxSx + δgzµBBzSz) cos(2πf t) = cos(2πf t)µB b̃1 · S̃ , (3.15b)

From here it is argued that the perturbation defined in Eq. 3.15b could drive transitions if

|b̃1 × b̃0 | 6= 0 , or in other words if:

δgx

gx
6= δgz

gz
. (3.16)
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This interpretation has merit to it as it could explain the change in the ESR signal when mea-

sured withmagnetic fields at different directions, as Eq. 3.16 suggest a strong dependence on

the orientation of the system [45]. Furthermore, for the case of TiH on MgO it is very likely

that Eq. 3.16 holds true, as gx ≈ 1 .9 for both binding sites and gz ≈ 0 .6 for the O-site and

gz ≈ 2 for the bridge-site [84, 92]. Unless δgx and δgz change accordingly, the differences in

gx and gz will lead to Eq. 3.16 being fulfilled. The main criticism of this model is that it pre-

dicts a Rabi rate that changes monotonically with the tip sample distance which contradicts

experimental observations [83].

Generalized Open Quantum System

The previous two interpretations looked into the mechanism behing the spin transition driv-

ing but did not look in detail on how this transition is picked up with a DC current. Ref. [88]

investigates this based on an approach using a generalized open system. They start with

the same two level system in a spin center as other groups, and then they show that

the polarization of the two levels is predominantly in the z-direction (quantization access

of the model). They relate this polarization to the tunneling current and find the follow-

ing:

〈I〉 ≈ πe2UT0Jρsρtp〈Sp〉, (3.17)

where U is the bias voltage, T0 is spin-independent tunneling amplitude, J is the exchange

interaction between the spin on the tip and sample, ρs and ρt are the sample and tip DOS,

p is the magnitude of the SP part of the current and 〈Sp〉 is the average spin in the direction

of the tip SP. This shows the contribution to the ESR signal is proportional to the adatom

steady-state polarization that is in the same direction as the tip polarization. From here

it is argued that the tunneling current is a direct measure of the polarization of the two

level system and this polarization only occurs when the system is driven at the correct fre-

quency.

Ref. [88] continues then to explain the source of the assymetry of the ESR signal by consid-

ering a more general form of the Bloch equations. They disregard the usual assumption of

a non-rotating frame and find that in a rotating frame the decay and excitation of the spin

resonance is assymetric leading to an assymetric lineshape of the ESR signal. From here it is

shown that this predicts a decay time much larger than the coherence time of the ESR sys-

temwhich is what has been presented in literature. Furthermore, a prediction is made about
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how the ESR signal changes whenmeasured at different tip sample distances at high voltages

(when the bias voltage is a larger energy than the ZE).We can comment on this last prediction

and the assymetry of the ESR signal based off of the results in Chap. 7. What we find is that

the ESR signal changes amplitude and shape when changing tip sample distance but it does

not follow the behaviour that is predicted in Ref [88]. In fact we see an additional contribu-

tion to the signal away from the ESR peak that we believe is related to the RF response of the

DOS of the ESR system. We also see a changing assymetry of the ESR signal depending on

the set-up of our experiment (LF vs. HF set-up) and a difference between varying TiH binding

sites. This is again in contradiction with what is predicted for a generalized open quantum

system which predicts a very specific assymetry as defined by the more generalized solution

to the Bloch equations. Nevertheless, this interpretation does have its positives as it predicts

some assymetry in the ESR signal and predicts the correct ratio between the decay and co-

herence times found in ESR experiments. This interpretation also has one huge bonus which

is not often discussed in literature, and that is that this model shows that the ESR signal is de-

pendent on the direction of the tip polarization. This would be in agreement with tip shaping

procedures of ESR-STM tips, as tips are found to be ESR sensitive more rarely than generally.

This suggests that the Fe atom on the tip has to be orientated in some specific way for ESR

signals to be measured which would be in agreement with the dependency of the ESR signal

on the direction of the tip polarization.

Spin-Torque Transfer

The next model eliminates any time dependency in the Hamiltonian by using a time depen-

dent density matrix of the spin system [86]. The interpretation then is that the SP current

induces a spin-torque on the system which can drive an ESR signal. The considered Hamil-

tonian is very similar to other groups, H = HS + HE + HC , where HS is the spin system

Hamiltonian, HE is the environment Hamiltonian and HC is the coupling of the spin to the

environment. HS is the Zeeman term, HS = gµBB̃ · S̃ , and the coupling term is defined

as:

HC =
∑
aνν′

√
Ja
νJa

ν′Sa ⊗ sνν′

a , (3.18)

where a = 0 , x , y , z and z is the direction of the tip polarization, ν = s , t labels the tip and

sample leads respectively, Ja
ν and Ja

ν′ are exchange interaction terms, Sa is the spin operator of

the system and sνν′
a is related to annihilation and creation operators of electrons in the tip and
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sample. To account for the RF driving a costanst shift to the energy of the tip lead is applied

with amagnitude that is the amplitude of the driving. From here amaster equation is derived

using the density matrix of the atomic system and a current is derived by introducing a count-

ing field in the master equation. The resulting current is then:

I(t) = −tr
∑
aa′

[Jaa′(t)ρ(t)Sa + Saρ(t)J †
aa′(t)], (3.19)

where ρ(t) are the density matrices and Jaa′(t) is defined as:

Jaa′(t) =
∑
νν′aa′

uνν′

aa′ κ
t
νν′(ωα −ωα′)× (δνt − δν′t)|α〉〈α|Sa′ |α′〉〈α′|. (3.20)

Here, |α〉 are the eigenstates of the spin system with an energy ωα, and uνν′

aa′ and κt
νν′ are

further defined as:

uνν′

aa′ =

√
Γ a
νΓ a

ν′Γ a′
ν Γ a

ν′

4π tr[(1 + pνσ
z)σa(1 + pν′σz)σa′ ], (3.21)

κt
νν′ =

∞∑
m=−∞

ime imΩte i ∆ν−∆
ν′

Ω cos(Ωt) × Jm

(
−∆ν − ∆ν′

Ω

)
κ(ω+ mΩ − µν + µν′). (3.22)

Here, the Γ s are dimensionless coupling parameters, the ps are the magnitudes of the spin-

polarizations of the lead, theσs are spin-½ Paulimatrices,Ω is the frequency of the RF driving,

the ∆s are the energies of the lead states, the µs are the chemical potentials of the tip and

sample and Jm(x) are Bessel functions. Lastly, κ is defined as:

κ(ω) =
g(βω) + i f (βω)

β
− i

π
ω ln

|ω|
cW , (3.23)

where c is a constant of order 1, W is the bandwidth of the leads, β is the inverse tem-

perature of the system, g(x) = x/(ex − 1) and f (x) = 1
π
P
∫

dy [g(y) + yΘ(−y)]/(x −
y).

The main advantage of this interpretation is how general it is compared to piezoelectric cou-

pling or the g-factor anisotropy, which both rely on the specificity of local environments that

could make it difficult to explain the ubiquitous experiments. Furthermore, this model takes
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into account the SP tip which is needed for ESR measurements, and it can be used to es-

timate T2 times similarily to Eq. 3.14. Ref. [86] also shows an estimated change in the T2

with respect to temperature which could be measured experimentally and compared to the

theory.

On the other hand, there are several misgivings that should be addressed. The predicted

signal shape is symmetric so we can make a similar argument as before and therefore state

that this model has to be more detailed to explain the observed behaviours. Furthermore,

in the spin-torque mediated picture the tip sample distance should have no effect on the

ESR signal and the Rabi rate of the system which is in contradiction with experiments [83].

Lastly, thismodel predicts different behaviours depending onwether the bias voltage is lower,

equal to, or above the ZE. For the case of TiH it is difficult to resolve a signal below the ZE

but during our experiments we have not observed any significant change where we would

have expected one based on the model. We believe for the case when the bias voltage is

the same as the ZE we would have observed a slope in the baseline as expected in Ref. [86].

For the case of Fe, and other ESR-STM candidates, we have not found any comparison in

literature.

Cotunneling Mechanism

A cotunneling mechanism was proposed in Ref. [33] that considers an oscillating tunnel bar-

rier as the contribution of the RF driving. This is motivated by the argument that the piezo-

electric driving mechanism is too specific to account for the ubiquitous nature of ESR-STM

spin systems. An oscillating tunnel barrier will affect the hopping amplitudes between tip

and sample which results in time dependent off diagonal terms in the two level system that

describes the spin:

H(t) =
(

ε↑ ~Ω cos(ωt)
~Ω cos(ωt) ε↓

)
. (3.24)

Here Ω is the Rabi rate and H(t) is effective Hamiltonian as described by the Bloch equa-

tions. This leads to the same population imbalance as in Eq. 3.14 (althought the authors of

the cotunneling mechanism do not consider the thermal contribution) and it is argued that

a magnetoresistive detection mechanism can be used to pick up this population difference

similarily to Ref. [50]. The authors also propose a cotunneling mechanism to explain the ob-

served Rabi rates, and decay and coherence times in experiments. The main idea is that the
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tunneling through the spin system is in the Coloumb blockade regime where it costs energy

to charge the system. This allows the tunneling of the Hamiltonian to be described in charge

space which simplifies the calculation.

The resulting Rabi rates for spin-½ systems is found to be system independent which is in

agreement with finding similar Rabi rates for different atomic species. Furthermore, by ac-

counting for the orbital degrees of freedom in Fe/MgO, the cotunneling model can also de-

scribe the current independent Rabi rates that have been meaured. This model accounts for

most of the experimental observations but is difficult to confirmexperimentally. Themain ad-

vantage over other models is its general nature compared to the specific piezoelectric model

which needs specific symmetry arguments. On the other hand, ESR-STM has only been mea-

sured on MgO so it could be argued that those symmetry arguments are always realistic and

perhaps this suggests why ESR-STM has not yet been measured off MgO. Furthermore, the

piezoelectric mechanism would explain the need for an additional Fe atom when driving an

ESR signal remotely, while the cotunneling model does not predict this need. Lastly, this

model has similar shortgivings that other models have in that the detection scheme is simply

magnetoresistive, which does not explain the assymetric ESR signals that are measured in

experiment.

Disproven Mechanisms

There are also many interpretations of the ESR-STM mechanism that have been disproven

experimentally or have been discredited by the community. For the sake of consistency we

will also summarize them here. Firstly, spin transitions driven by an alternating magnetic

field originating from the RF tunneling current have been estimated to be too small to drive a

resonance [84, 112]. Furthermore, the predicted behaviour of the ESR signals with respect to

the tip sample distance and driving frequency do not agree with experiment [83]. Secondly,

a proposal that interprets the RF SP current creating a field that can facilitate transitions [12].

This interpretation strived to explain why originally ESR signals were measured on integer

spins such as in Fe (S = 2), as the spin current does not provide spin angular momentum to

drive transitions between states whose spin angular momentums are different such as in Cu

(S = 3/2). Lastly, several years prior to the experimental demonstration a proposal was put

down of an ESR-STM mechanism based on a change in the DOS caused by the precessing

spin in the ESR system [7]. This effect would be able to be picked up with a non-SP tunneling

current which is inconsistent with current experiments.
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Summary and Outlook

In this subsection we see many interpretations on the ESR-STM mechanism. These inter-

pretations can now be more thoroughly compared to experimental findings. The experi-

mental findings that we would like to compare them to are the following. First, the ESR

signal has to be measured with a SP tip which needs some specific yet unknown quality at

the tip apex [11]. We know this from the tip shaping we have to perform to make an ESR

tip. Second, the ESR signal can only be driven in a system which is near an Fe atom [71].

Third, ESR-STM measurements have all been performed on TiH, Fe, Cu or FePc on multilayer

MgO/Ag(100) [11, 111, 115, 119]. Fourth, the ESR signal shape is not consistent between set-

ups, is usually assymetric and there is an off resonance background signal, which we show

later in this thesis. Lastly, the Rabi rates have a dependency on the tip sample distance and

the RF driving amplitude [83]. This last point has been thoroughly discussed in Ref. [83] and

the authors find that spin transitions being mediated by the exchange and/or dipole cou-

pling from the tip being piezoelectrically modulated by the RF driving is the best model to

describe their data. This interpretation also explains the measurements in Ref. [71] needing

an Fe atom near the remotely driven spin. On the other hand the other models presented in

this subsection do not explicitly disclude this neccesity but they do not predict it either. The

specificity of the Fe atom on the tip is also not discussed and predicted by every model. In

this case only the spin-torque mechanism and the generalized open quantum system predict

specific conditions on the SP of the tip. On the other hand, all of the mechanisms are able to

explain that ESR signals can be measured on various species on the MgO/Ag(100) substrate.

Interestingly, some groups in the community argue that the piezoelectric mechanism is too

specific and that a more general model has to be formulated. We find that as ESR-STM has

only beenmeasured onMgO/Ag(100) the conditions for a piezoelectric mechanismmay hold

true. Lastly, the assymetry of the ESR signal is rarely discussed along with the specific shape

of the ESR signal. The generalized open quantum system predicts an assymetry based on

their modified Bloch equations but they do not match our experimental findings in Chap. 7.

We also find few predictions on the RF background signal off resonance that we have mea-

sured.

We find that the models in this subsection provide a good start to understanding the ESR

mechanism but there are some misgivings that we would like to address and provide as an

outlook. Our first point is the lack of specificity on how the current is being affected by the

immediate environment and driving mechanism. Most groups interpret a two level system

with a population imbalance that is being driven which is in the spirit of the Bloch equations.

They then argue that a magnetoresistive mechanism can pick up this population difference.
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This explanation does not consider the asymmetric signals that are often measured and the

signal that can be measured off the ESR resonace. We speculate that this latter point is a

signal derived from the RF driving of the DOS of the molecular/atomic species underneath

the tip, but we have not successfully modelled this signal ourselves. Our second piece of

outlook is regarding the tip as only two groups mention the polarization of the SP current

coming from the tip. As we find that the tip has to have some specific orientation of the Fe

atoms on the tip apex, this point should also be looked into more closely. In short, we believe

the specificity of the tip, and a pick up mechanism of the current describing the assymetric

ESR signals and the off background signal have to included into the models that have been

formulated.

3.4 Tunneling Through Spins

3.4.1 Spin Excitation Spectroscopy

If we want to study a spin’s physics it is ideal to isolate the spin from the environment. In an

STM, this can be done with an addition of a decoupling layer between the spin and the con-

ducting substrate. In practice this decoupling layer is often a thin insulating layer (in all our
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Figure 3.3: Schematic representation of spin excitation spectroscopy. On the left, we have

tunneling through a spin-½ in a magnetic field with the bias energy below the ZE.

We can measure some base conductance as shown by the data. On the right, we

see the inelastic process that occurs when the energy of the electrons is larger

than the ZE. In this regime, they can emit a photon to excite the spin and we

measure an additional conductance in our experiment. Data is measured on TiH

on MgO/Ag(100) (UDC = 10mV, I = 500 pA, B = 6 T).
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cases two ML MgO), which then allows us to consider the tunneling junction as having two

potential wells, one from the vacuum in our junction and one from the insulator. The spin

sits in between these two wells so apart from tunneling electrons there is no interaction with

the tip and substrate. When this condition is achieved we can probe the excitations of spin

states in atomic and molecular spins using spin excitation spectroscopy [37]. This is shown in

Fig. 3.3 where we show data of a spin excitation measured on TiH on MgO/Ag(100). This is a

spin-½ system on which we applied a field of 6 T and measured spectroscopy at a set point of

UDC = 10mV and I = 500 pA. What we see is that if the energy of the tunneling electrons is

lower than the ZE then we measure a base conductance with no discernible effect from the

spin. When at a bias above the ZE we measure an additional conductance that is a result of

the tunneling electrons interactingwith the spin. This is a form of IETS as now there is enough

energy in the tunneling electrons to excite the spin and emit a photon. This interaction with

the spin system leads to an additional channel for the electrons to tunnel through in addition

to the normal transmission measured below the ZE. This is represented on the right side of

Fig. 3.3 where the split spin states show the emission of a photon (red wavy line) when the

spin is excited. We also see additional electrons tunneling resulting from this interaction. It is

important to note that for the case of the experiment presented in Fig. 3.3 we are probing an

excitation that is made accessible by the Zeeman effect. Spin excitation spectroscopy can be

measured for any accessible transition between spin states in an atom/molecule. For exam-

ple, we measure the spin excitation step in Fe on MgO/Ag(100) throughout this dissertation,

and this step can bemeasured at zero field and is not strongly affected by an out of planemag-

netic field. This is an intrinsic property of the system which is explained by the interaction of

the Fe atom with the ligand field near its adsorption site [10].

3.4.2 Kondo Effect

When there is no decoupling layer between the spin and the conducting substrate, the spin is

screened by the conducting electrons in the substrate and we get the well known Kondo ef-

fect [48]. In bulk experiments this is generally indicated by a resistanceminimum in tempera-

ture dependent experiments where the resistance increases as the temperature approaches

0 K [82]. This is due to a stronger coupling between the impurity spins and the conducting

electrons at lower temperatures, which results in larger scattering rates. This in turn is picked

up as a decrease in conductance. When the temperature increases the coupling and the

scattering weakens, leading to an increase in conductance. Eventually the temperature will

rise and we get back phonon-mediated resistance expected for a conducting material. The
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characteristic temperature at which the resistance is minimum has been aptly named by the

community, the Kondo temperature.

In the case of STM and STS we can locally probe the impurities that cause the Kondo effect.

In this case the impurity will give a specific signature called the Kondo peak, dip or resonance

at zero bias [14, 74, 97]. This is indicative of the coupling between the spin impurity and

the conduction bath. When a magnetic field is applied on this system, we can start to in-

duce a Zeeman splitting in the impurity. In contrast to other types of Zeeman effects we’ve

considered, in this system we have to add enough energy to overcome the coupling of the

conduction electrons to the spin. In other words the spin splitting does not start right away

at 0 T and only starts at some finite field. We can use this fact to differentiate between a

Kondo effect and a free spin with zero field splitting, which we do in Chap. 5. We perform

the following analysis. We first measure the spin splitting as a function of magnetic field and

then extract the splitting energy with respect to field. We fit a line to the splitting energies,

and the intersection of this line will indicate what effect is being measured. If the intersec-

tion of the line is through the x-axis then we know we have measured a Kondo effect as the

spin splitting starts to occur at some finite magnetic field. If we find that the fit intersects

through the y-axis we know that we have measured a free spin with zero field splitting. In

other words, we have observed a finite spin splitting at zero field which is exactly the case for

Fe on MgO/Ag(100).

3.4.3 Yu-Shiba Rusinov States

We should also consider the case when the magnetic impurity is not on top of a conducting

substrate but rather a superconducting substrate. In this case we get the well studied Yu-

Shiba Rusinov states which we shorten to Shiba states in this thesis [80, 89, 117]. Here the

bath of CPs in the substrate couples to the spin impurity rather than the conducting electrons.

At a specific energy, related to the exchange coupling of the spin, the impurity can break a

CP and lead to electron or hole tunneling in the superconducting gap. This tunneling will also

be dominated by either electrons or holes depending on the specific Coloumb repulsion of

the impurity. This will result in the Shiba state to have different transmissions at negative

and positive bias. In our STM experiments we measure peaks within the superconducting

gap and the position of these peaks will be representative of their Shiba energies. To not

confuse them with MARs we always compare the Shiba states at positive and negative bias

as they should be asymmetric, due to the Coloumb repulsion of the impurity as mentioned

previously, which is not relevant for the case of MARs.
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3.5 Tedrow-Meservey Effect
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Figure 3.4: The TM effect measured on a V tip shown in

blue, and the representations of the spin up

and spin downDOS (in yellow and orange re-

spectively) split by the magnetic field. Dis-

tance of splitting is the ZE. Data was mea-

sured at UDC = 2,5mV, I = 8 nA and B =

2 T.

Combining both Zeeman splitting

and superconductivity leads to a

new effect, the Tedrow-Meservey

(TM) effect. The TM effect is what

occurs when a SC is put in the pres-

ence of a magnetic field that is not

strong enough to break supercon-

ductivity (i.e. the magnetic field

is below the critical field) [62]. In

STM tips the critical field can be

quite high due to the geometric

confinement of the CPs at the tip

apex. For a SC to repel a mag-

netic field that is applied on it (the

Meissner effect), the CPs have to

create a compensation current at

the surface of the SC that counter

acts the magnetic field. When the

CPs are confined, as is the case in

an STP tip, they are unable to cre-

ate this compensation current as easily and the superconductivity is quenched at a larger

field. This small compensation current results in the magnetic field being able to penetrate

the SC, which in turn causes the Zeeman effect to take effect. Due to this, the TM effect mea-

sured in our experiments exists in our tips while the superconductivity of the sample is fully

quenched. When we apply a large enough magnetic field we can quench both the tip and

sample. When a magnetic field is applied that does not quench the TM effect, the electrons

in the conducting part of the DOS feel the magnetic field and the degeneracy of their spin up

and spin down states lifts as explained by the Zeeman effect. This effect is shown in Fig. 3.4

where the blue plot is the TM effect measured on a V tip at a field of 2 T, and the yellow

and orange plots represent the spin up and spin down DOS of the tip shifted in energy by

the magnetic field. The combination of these two DOS makes up the DOS measured by the

experiment. One more effect is implied by this representation; there are bias ranges where

the spin up DOS is larger than the spin down and vice versa. When there is an asymmetry be-

tween spin up electrons and spin down electrons in a current, we call this a spin-polarized (SP)
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current. In the case of tunneling we call this SP tunneling [64].

3.5.1 Spin-Polarized Tunneling
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Figure 3.5: Schematic representation of SP tunneling

and a SP signature measured in experiment.

Schematic shows that tunneling from a non

SP DOS to a SP DOS will result in more cur-

rent than the reverse. Data ismeasuredwith

a SP tip made by picking up Fe atoms. Mea-

sured with a SP tip on TiH on MgO/Ag(100)

at UDC = 100mV and I = 500 pA.

SP tunneling, as previously men-

tioned, is the resulting tunnel-

ing from a DOS whose spin up

and spin down components are

asymmetric. SP-STM is a very

powerful experimental technique

that can be used to understand

nanoscopic magnetic phenomena

from skyrmions to magnetic do-

mains [77, 107]. On a fundamen-

tal level what this type of tunneling

does is it provides us contrast be-

tween spin behaviours on the sam-

ple which otherwise would not be

picked up with a normal conduct-

ing current. This contrast is a result

of the alignment or antialignment

of the tunneling electrons with the

spin of the substrate. If the two

spins align then we get a larger cur-

rent than when the two spins do

not align. In our ESR-STM experi-

ments we have to use a SP current

to pick up the difference between

a driven state (whose population is

50/50 spin up and down) to one

which is not driven (fully spin down

if at base temperature), which would not be accessible with a normal current. We make SP

tips by picking up Fe atoms as shown in the previous chapter.

Fig. 3.5 shows the signature we use to identify a SP tip and the physics behind this signature.

On the bottom we see experimental data of a TiH molecule on MgO/Ag(100) measured with
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a SP tip. We see a step at zero bias, which is our indication of spin-polarization. We can un-

derstand this by considering the schematic at the top. Here we see the case for tunneling

that has to switch alignment from tip to sample and vice versa. The contribution to the tun-

neling where the spins do not have to change alignment is the same for both negative and

positive bias. When we tunnel from the sample to the tip, which in the case shown on the

left of Fig. 3.5, there are many states for spin down electrons from the sample to align into

by flipping spins. When the bias is reversed this current is lessened, as there are not so many

spin down electrons that can come from the small DOS of the tip. In practice, the size of the

step at zero bias is also an indication of the strength of spin-polarization or the size of the

asymmetry between the spin up and spin down DOS.
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4 Microwave-Assisted Tunneling in
Superconducting Junctions1

Tunneling spectroscopy performed between superconductors provides a plethora of pro-

cesses that can be studied, especially with the assistance of microwave driving [15, 27, 79,

87, 99]. Importantly, the amount of charges transferred in a tunneling event can be probed

with microwave-assisted tunneling [79]. Coherence peaks, which are a characteristic signa-

ture found when tunneling between two SCs, are a particularly sharp and large state in the

DOS, which makes them an excellent candidate to measure the amplitude and frequency of

a RF signal sent into the junction. Therefore, the coherence peaks could be used to mea-

sure the transfer function of our RF cabling and antenna. With the intention to measure a

transfer function and to study microwave-assisted tunneling, we prepared a SIS junction con-

sisting of a V(100) crystal sample and a polycrystalline V tip. A constant current scan on this

system can be seen Fig. 4.1 a) showing square terraces expected for a V(100) surface. All

measurements were performed on flat parts of terraces, and off terrace edges and impuri-

ties.

4.1 Tien-Gordon Effect on Coherence Peaks

Fig. 4.1 b) shows a typical spectrum measured on our sample system showing the supercon-

ducting gap expected for a SIS junction along with the RF response of this gap at two am-

plitudes [4, 38]. We see that the magnitude of the gap corresponds to what would be ex-

pected for such a junction (∆V = 0.76meV [46]). When applying microwave radiation, the

coherence peaks of this gap “replicate” besides the original coherence peak with a spacing

related to the radiation energy, hf /e. This is shown with dashed white lines in Fig. 4.1 c). In-
tuitively one could assume that this is a photon-assisted process where the photons from the

radiation are absorbed and emitted by the junction and therefore the DOS results in these

1This chapter is based on publication #4 on the publication list
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a)
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Figure 4.1: a) Topography of the V(100) surface (UDC = 100mV, I = 100 pA). b) Spectroscopy

of the superconducting gap along with the RF response at two amplitudes (UDC =

10mV, I = 65 pA, f = 65GHz). Data is offset for clarity. c) Spectra of the RF

response of the superconducting at varying RF amplitudes (UDC = 10mV, I =

65 pA, f = 65GHz). White dashed lines show the spacing of the replicas,∆UDC =

hf /e. d) Simulation of the RF response of the superconducting gap based on the

TG model.
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shifted replicas. However, if one considers the Keldysh parameter, which our case γ � 1,

we can see that in our case the radiation power is far too small for more than one photon

to arrive at the junction, therefore making this a microwave-assisted process [44, 121]. The

Keldysh parameter, γ, defines two photoionization regimes, the multiphoton and the tun-

neling regimes. When γ � 1, which occurs when the amplitude of the radiation is large

enough, photon-assisted tunneling can be observed where photons can emit and/or absorb

packets of energy. In our case the Keldysh parameter is relatively small due to our low RF

amplitudes, which puts our experiment in the tunneling ionization regime. This leads to the

processes in our tunneling junction to be driven by themicrowave field rather than individual

photons.

4.1.1 Transfer Function Measurement

We can use the replicas shown in Fig. 4.1 b) to measure the power of the radiation that is

coupling to the tip. This is done using the TG model, which describes that the amplitude of

the replicas and the amount of replicas will change depending on the radiation amplitude.

To demonstrate this, a full continuous range of spectra at different radiation voltages were

measured and are shown in Fig. 4.1 c). Fig. 4.1 d) are the simulated spectra which are made

by applying the TG model onto the spectrum at URF = 0mV. Comparing the two panels we

see a remarkable resemblance. Due to the fact that each unique RF amplitude will result

in a unique spectrum, we can calculate the power arriving at the junction based solely on

a spectrum. Along with the power applied at the source, we can calculate the transmission

of the cabling and antenna at any given frequency. Repeating this over many frequencies

gives us a transfer function. For more details please refer to Subsec. 2.2.1 in Chap. 3 of this

dissertation.

4.1.2 The High Amplitude Limit

It is interesting to note that the TG model gives a description past eURF > 2∆, which in our

case is around 3.2meV. Specifically, the model posits that replicas can continue to appear far

above the energy of the superconducting gap. We wanted to test the limit of this model by

applying highly intense RF radiation, at f = 70.02 GHz and URF = 13.62mV. Fig. 4.2 shows

the resulting data with the TG response and fit scaled up to the normal SC gap. We can see

that the TG model still works well to fit the data and most of the deviations can likely be
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Figure 4.2: RF response of the superconducting gap under high power radiation along with

the normal gap and the fit (UDC = 17.5mV, I = 8 nA, f = 70.02 GHz). Fit and RF

response are enlarged fifty times for easier comparison with the SC gap.

accounted to STM drift. This data suggests that the SC is not strongly affected by the mi-

crowave radiation. The junction is heated up to 1.1 K during the measurement with the RF

applied, while the measurement without the RF was performed at a base temperature of

320mK. As the TG modelling, which is done with the reference measured at 320mK, shows

good agreement with the measured data at 1.1 K, we surmise that the SC is transparent to

the microwave radiation and does not heat up strongly. That is to say, an increase in tem-

perature of the SC would broaden the coherence peaks significantly enough for the model

to not replicate the data due to having an incorrect low temperature reference. As we do

not observe this, we conclude that thermal broadening does not affect our SC during this

measurement.

4.2 Interference Effects between Tunneling Processes

4.2.1 Tien-Gordon Effect on the Josephson Effect

GRF (UDC ,URF ) =
∞∑

n=−∞

J2
n

(
2eURF

hf

)
GDC

(
UDC − nhf

2e

)
(4.1)

In the previous sectionwe saw how themicrowave response of coherence peaks can bemod-

elled using the TG theory. In the case of coherence peaks an individual tunneling process has

one charge transferring from one side of the junction to the other. This is important as the

charge is considered in the TG model, specifically in the numerator of the Bessel function
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hf/2e

Figure 4.3: a) RF response of the Josephson effect at varying RF amplitudes (UDC = 2.5mV,

I = 1 nA, f = 90GHz). White dashed lines show spacing of the replicas, ∆UDC =

hf /2e. b) Simulation of the RF response of the Josephson effect based on the TG

model.

term and in the term that defines the energy shift of the “replicas”. A doubling of the tunnel-

ing charge can in principle be modelled by changing these two terms and redefining the TG

equation to Eq. 4.1. This can be confirmed experimentally by measuring the RF response of

a higher charge tunneling process, namely Josephson tunneling. As previously discussed in

Chap. 3, the Josephson effect is the result of CPs tunnelingwhichmeans there are two charges

transferring during each tunneling event. Fig. 4.3 shows the experimentally measured RF re-

sponse of the Josephson effect in panel a), along with the modelled response in panel b). We

can see that the model and experiment match remarkably well. Furthermore, the spacing

of the replicas in Fig. 4.3 is half to that of the replicas in Fig. 4.1 b-d) (this will become more

clearly presented in Fig. 4.4). This is indicative of the different amount of charges tunneling

in the Josephson effect versus the coherence peaks.

4.2.2 Tien-Gordon Effect on Multiple Andreev Reflections

We continued studying the effect of charges on microwave-assisted tunneling by also consid-

eringMARs, which are tunneling processes that transfer two charges ormore. Specifically, we

studied a junction that showed MARs with two and three charge transfer processes. Fig. 4.4

shows the experimental data with and without RF driving. The positions of the tunneling

processes are labelled with dashed lines and the replicas of these processes are labelled with

solid lines. Similarily to the comparison between Fig. 4.1 and Fig. 4.3, we see that the energy
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Figure 4.4: RF response of the superconducting gap at a high conductance (UDC = 2.5mV,

I = 220 nA, f = 60GHz). Positions of various tunneling processes are shown

using dashed lines. Positions of their replicas are shown using solid lines.

shifts of the tunneling process replicas depend on the charge of the process. In other words,

we see a shift of hf /e on the coherence peaks, a shift of hf /2e on the first order MAR and

the Josephson effect, and a shift of hf /3e on the second order MAR. If we take a closer look

at the three charge process we can see that the replicas form in some way but there is an

indication that they deviate from the TG model based on their width and amplitudes. We

wanted to investigate this further and have done so by modelling the microwave response of

MARs with FCS.

Modelling Microwave-Assisted Tunneling in MARs

Looking at the previous data sets, one could conclude that the current is carried by individual

tunneling processes and the RF response can simply be modelled by considering the charge

of the separated processes and then adjusting Eq. 4.1 accordingly. In fact this interpretation

can be found in literature [79]. One can test this interpretation by dissecting MARs which

naturally consist of various higher order charge processes.

There are potentially two ways to model and interpret the RF response of MARs. The first is

by adjusting the tunneling Hamiltonian of the system so that the driving voltage is oscillatory

and then calculating the conductance based on the new Hamiltonian. This modelling phi-

losophy considers all various tunneling process to be interfering and inseparable. This is the

approach proposed in Ref. [19] and will be referred to as the full MAR model in the following
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Figure 4.5: a) Experimental data along with the FCS (solid lines) and the different charge con-

tributions (dashed lines) (UDC = 2.5mV, I = 220 nA, f = 60GHz). b) Comparison

of the data to the TGmodel and the phasemodel. Dashed lines show the positions

of the varying tunneling processes and the solid lines label the expected positions

of the replicas.

discussion. The second possibility is by separating the various charge contributions in our su-

perconducting spectrum and applying the TG theory on each charge contribution individually.

One can separate the various charge contributions in the superconducting gap by first ana-

lyzing the subgap features and using standard MAR theory and fitting routines [5, 20, 21, 85].

We find that our junction consists of five transmission channels with conductances defined

by τi = [0.416, 0.293, 0.115, 0.114, 0.112] [49]. After this step one can calculate the FCS of the

channel and find the contribution to the current from each charge process (this calculation

was done with the support of our theory collaborators). Fig. 4.5 a) shows the data along with

the FCS and the contribution of each charge. Finally, the TGmodel can be applied individually

on each charge process and then compared with the original data and the full MAR model,

as shown in Fig. 4.5 b). We see that modelling the RF response by adjusting the driving in the

tunneling Halmiltonian, as suggested in Ref. [19], gives a closer agreement to the data than

applying the adjusted TG theory on each charge contribution.

4.2.3 Conclusions

Considering the relative good agreement between the full MAR model and the data, and the

poor agreement between the TG model and the data, we conclude that the full interpreta-

tion has to consider the interference between various tunneling processes to fully describe
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the RF response. Ultimately, the difference between the TG ansatz and the full MAR model

is how the DC transport interacts with the microwave signal. Both models show that when

a particle tunnels through the junction, the particle will either absorb or emit integer multi-

ples of the microwave energy. The TG interpretation posits that the particle will tunnel and

then in a separated incidence either emit or absorb the right energy. At low conductances,

specifically in the tunneling regime, this interpretation is sufficient and the TG model works

well in describing the experimental results as we see in Fig. 4.1 and Fig. 4.3. On the other

hand, at higher conductances the quasiparticles tunneling in the junction can be reflected

between the electrodes several times before the tunneling process is complete. Therefore,

there are many opportunities for the tunneling electrons to interact with the microwave and

that is when the TG interpretation starts to fail. In this case, the full model is a more detailed

interpretation that can consider MARs, and therefore the interaction of the microwave with

the quasiparticles bouncing around in the tunnel junction.

4.3 Multiple Cooper Pair Tunneling

4.3.1 Observation of a Potential Two Cooper Pair Tunneling
Process

As it is necessary to go to relatively high conductances to be able to resolve MARs, we also

had the opportunity to measure the RF driving of the Josephson effect at high conductances.

We found that there is another peak in between the original Josephson peak and its first

replica (Fig. 4.6 a)). This additional and unexpected peak should be characteristic of a tunnel-

ing process with four charges or two CPs. This would of course be very exciting as multi-CP

tunneling has not been directly observed before, and it would also open a way to study the

energy-phase relations of tunneling electrons using only one junction [85]. We measured

spectra at varying RF amplitudes to see if this peak would follow the TG description (Fig. 4.6

b)). We see that the peak seems to appear and dissapear at around the correct RF voltages

and the position of the peak is around the correct bias position. One immediate deviation

from what we expect is that this peak does not stay exactly at the same position when we

vary the RF voltage. As this could arise from the relative intensity of the zeroth and first order

replica interfering with this peak, we continued to investigate this effect at other frequen-

cies.
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Figure 4.6: a) Spectroscopy of the Josephson effect under radiation ofURF = 0.13mV (UDC =

2.5mV, I = 220 nA). Positions of a two charge tunneling process replica and a four

charge tunneling process replica are marked with a black line. b) Spectra of the

Josephson effect under radiation of varying voltages (UDC = 2.5mV, I = 220 nA).

White dashed line shows were we would expect replica of a two CP tunneling

process.

Unfortunately, we immediately find a deviation from the hypothesis when measuring this

effect at varying frequencies (Fig. 4.7 a)). The dashed black lines show the positions of where

we would expect a two CP replica, and we can see the replica of what was thought to be the

two CP tunneling process only appears at f = 60GHz. This dissproves the notion that the

additional peak measured in Fig. 4.6 a) is the result of a multi-CP process. If this additional

peak is not a result of a multi-CP tunneling process, then the question arises where might

this peak come from. Although we only speculate, we think it has to do with irregularities

in the Josephson effect. This irregular Josephson effect is shown in Fig. 4.7 b) and has been

observed in other systems but not consistently in each set-up [95]. We can see that at I =

150 nA and 200 nA that there is an additional signal left and right of the Josephson peak.

This additional signal seems to disappear as a sharp step, at around UDC = 0.12mV for the

150 nA data and around UDC = 0.18mV for the 200 nA data as indicated by the black arrows

in Fig.4.7 b). This additional current under external driving may create this additional peak

which we misinterpreted as a multi-CP process.
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Figure 4.7: a) Spectroscopy of Josephson effect under RF radiation (UDC = 2.5mV, I =

220 nA). RF amplitude chosen so that we would expect to see two CP tunneling

(URF ≈ .13mV). Dashed lines show were we would expect the two CP tunneling

for f = 60GHz, 75 GHz and 90GHz. b) Spectra of the Josephson effect measured

at different currents (UDC = 2.5mV). The larger the current themore irregular the

Josephson effect becomes. Black arrows indicate unexpected steps in the conduc-

tance.

4.4 Outlook

The results in this chapter provide a good start in the study of microwave-assisted tunneling

in STMs, but there are still many interesting projects thatwere either brieflymentioned or not

mentioned in this chapter. Firstly, the breaking of the superconducting gapwith the use ofmi-

crowave radiation could be attempted if hf ≥ 2∆. In fact, a good candidatewould be an Al-Al

junction as 2∆Al would be around 0.36meV [46]. From there one could also perform pump-

probe experiments to measure the lifetime of the superconducting states and one could also

measure the transition between a TG response andmicrowave breaking of the superconduct-

ing gap. Secondly, the idea to observe multi-CP tunneling could be reviewed and attempted

again. Namely, this tunneling process could be more evident on a Shiba state or in a different

superconductingmaterial, and therefore, the experiments performed in the previous section

should be repeated either on Shiba states or in another superconducting junction. Lastly,

Shiba states themselves could be of interest to study under microwave driving [70]. In fact

with our high radiation energy we could even match the energy of a Shiba state. This could

in principle excite the Shiba state and the resulting experiment would deviate from the TG

model. In fact, these ideas are so promising that a machine has been developed at the Max
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Planck Institute in Stuttgart that will focus on these projects.
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5 VOPcs on Pb(111) as a Potential
System for Single Molecule Electron
Spin Resonance

Figure 5.1: Schematic diagram of a VOPc

molecule. Taken from Ref. [1]

There are two components that a sample

system has to provide for the realization of

an ESR-STM experiment. First, there has to

be a decoupled spin system that has a Zee-

man splitting in an energy range correspond-

ing to the driving frequency. Second, there

has to be way to form a SP current. Phthalo-

cyanines with a spin center on a supercon-

ducting substrate should provide both ne-

cessities. The first criterion is satisfied as ph-

thalocyanines lying on a substrate are nat-

urally decoupled [31, 54, 90, 105]. Specifi-

cally, VOPc (Fig. 5.1) is a good candidate for

our system as it has been observed to be a

spin-½ system in recent years [58]. The second criterion can be satisfied by taking advantage

of the TM effect which provides a source of SP current in a superconducting junction. Natu-

rally, the TM effect only occurs when a magnetic field is applied and this happens to also be

the condition to lift the degeneracy of the spin states in an ESR experiment. With all this in

mind, we proposed Vanadyl Oxide Pthalocyanines on Pb(111) probed with a polycrystalline

Pb tip as a potential system for ESR-STM.
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5.1 Tedrow-Meservey Effect in Pb Tips

One of the main goals of this project was to study the feasibility of using the TM effect as a

SP current source for ESR measurements. Fig. 5.2 a) shows an example of the TM effect in

Pb tips made by tip shaping the Pb on the Pb substrate. For more details on the tip shap-

ing procedure please refer to the Chap. 2 of this dissertation. We see that the TM effect

forms in the presence of a magnetic field and quenches at 2 T (this quenching field changes

depending on the tip). At zero field we measure the full superconducting gap that we can

then break when we apply a magnetic field. Below the critical field of the TM effect, the su-

perconductivity in the sample is quenched, but the tip remains superconducting due to the

confinement effect discussed in Chap. 3. This leaves a tip gap at zero bias as seen for 0.5 T, 1 T

and 1.5 T in Fig. 5.2 a). When a large enough field is applied this gap is also broken as seen at

2 T.

The shape of the tip gap and its spin-polarization in a magnetic field can be modelled by plot-

ting two superconducting gaps shifted relative to each other by the Zeeman splitting given for

a free electron (EZ = gµBB). In Fig. 5.2 b) we see the TM effect at 1.5 T alongwith the two SP

DOS thatmake up the full DOS.We get an indication that there is large spin-polarization in the

bias range from -0.5mV to 0.5mV. In order to understand how the RF driving will cause the

TM effect tomix, we simulate the RF response of the data in Fig. 5.2 b) atURF = 0.7mV using

the TG model. We choose this amplitude as it leaves large first order replicas, which gives a

regionwith good spin-polarization. We can seewhy this is a challenge as already see different

replicas overlapping each othermixing the different SP regions. In Fig. 5.2 d) we compare two

simulations at different RF amplitudes with the data. We see that even at a relatively small

amplitude of 0.7mV the strength of the TM effect is decreased due to the strongest replica

only contributing half of the conductance as the original data. If the driving voltage increases

then the replicas mix even more, and the effectiveness of the TM effect also continues to de-

crease as regions with positive spin-polarization start to mix with regions with negative spin-

polarization. We can make two conclusions based off the data and the simulations. First, the

voltage of the RF driving has to be carefully chosen to minimize regions of opposing SP DOS

combining. In the case of this tip’s TM effect, URF = 0.7mV seems to be an amplitude where

the first order replicas are most prominent and therefore making it relatively clear where we

would expect SP. Second, the amplitude of the RF radiation cannot be too large as the TM

effect will become to spread out which makes it difficult to distinguish between regions of SP

and lowers their strength. Based off these simulations, we attempted ESR sweeps by applying

URF = 0.7mV on the junction and probingUDC = 173 µeV during the sweep, which is where
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we find the strongest spin-polarization. These sweeps were never succesfully realized, which

we partially attribute to low RF amplitudes, and weakening of the spin-polarization caused

by the replication and mixing of the TM effect.

Figure 5.2: a) Superconducting gap and TM effect measured in a Pb-Pb junction (UDC = 5mV,

I = 5 nA). b) TM effect at 1.5 T from panel a) along with the estimated SP con-

tributions to the DOS. c) Simulated TG response of the data in panel b) (URF =

0.7mV, f = 90GHz). The different replicas that make up the TG response are also

plotted. d) The TG response of the data in panel b) at different RF voltages. Plots

in panel b), c) and d) are offset for clarity.
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5.2 Characterization of VOPc Nanocrystals

5.2.1 Topographical Characterization

Although the initial idea was to measure ESR on individual VOPc molecules, the recipe for

single atom/molecule deposition was not yet developed and instead VOPc nanocrystals were

formed due to the relatively large sample temperature during deposition. An example of

such a nanocrystal can be seen in Fig. 5.3 a). We can see that the first layer of the nanocrystal

forms in a square lattice crystal structure which is to be expected for a fourfold symmet-

ric molecule such as VOPc, and has been observed for other phthalocyanines deposited on

surfaces [90, 105]. We see that the second layer is sparsely populated with two varieties, a

typical orientation and a rare orientation (Fig. 5.3 c) and d)). The first layer molecules also

have two varieties which is to be expected due to the out of plane O atom connected to the

VPc (i.e. the molecule can land with the O down or O up). Previous studies show that the

molecules with the large DOS in the middle are O up molecules [58]. By putting markers on

10 nm 5 nm

.5 nm

.5 nm

a) b) O up
O down

O down
O down

Pb(111)

typicalrare

c) rare

d) typical

Figure 5.3: a) Topography of a VOPc nanocrystal grown on top of Pb(111) (UDC = 100mV,

I = 100 pA). One layer of VOPc is formed with the some molecules on the second

layer. The four types of molecules are circled and labelled. b) Zoomed in topog-

raphy of the scan in panel a) (UDC = 100mV, I = 100 pA). First layer molecules

are marked as dots (for O up molecules) and xs (for O down molecules). Four

molecules on the second layer are also visible but not marked. c) Topography of a

rare orientation molecule (UDC = 100mV, I = 100 pA). d) Topography of a typical

orientation molecule (UDC = 100mV, I = 100 pA).
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the first layer molecules, as seen in Fig. 5.3 b), one can see that the preferred structure in

the first layer is two rows O up and one row O down. Although this is not a strict rule one

can get an idea that this is the most energetically favorable formation for this crystal. Fur-

thermore, one can also get some idea of how the typical orientation molecules land on the

first layer. It seems that the preferred deposition for these molecules is to land in the corners

of four first layer molecules. Similar observations can be done on the the rare orientation

molecules, which are usually deposited either on top of a first layer molecule or in between

two.

5.2.2 Zero Field Spectroscopy

When measuring spectroscopy on the centers of the molecules we can see two types of be-

haviours. For the O up and the typical orientation molecules, the superconducting gap is

slightly shrunk relative to measurments on clean Pb(111), as shown by the dashed lines on

the coherence peaks in Fig. 5.4 a), andwe see an asymmetric DOS.On theOdownand the rare

orientation molecules, we observe Shiba states which shows that the spin living in the vana-

dium of the VOPc couples to the superconducting surface. Similar observations were made

on individual VOPcs deposited on Pb nanoislands [58]. Although there are minor differences

between our sample system and the one in Ref. [58], we believe the physics is ultimately the

same. It is due to this study we are confident which molecules on the first layer are O up and

O down. We do notmake a similar conclusion on the second layermolecules as their topogra-

phies have not been modelled as in the case of the first layer molecules. In the following we

simply refer to them as rare and typical orientationmolecules.

5.2.3 Magnetic Field Dependent Measurements

To gain more information on the behaviour of the spin centers, we also measured magnetic

field dependent spectroscopy above the critical field. We see an asymmetric DOS on the O

up and the typical orientation molecules (Fig. 5.5 a) and b)) and no magnetic dependent re-

sponse. In the case of the O down and the rare orientation molecules we see two different

spin behaviours. The first is a Kondo effect seen on the first layer which is confirmed by plot-

ting the spin splitting energy as a function of field (Fig. 5.5 c) and e)). As the spin splitting

intersects the x-axis this confirms a Kondo interaction (refer to Chap. 3 for more info). We es-

timate a Kondo temperature of 2 K based on a critical field of 0.76mT and a coupling constant
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Figure 5.4: a) Spectroscopy on bare Pb(111), showing the superconducting gap, and on the

molecule varieties that show Shiba states (UDC = 5mV, I = 5 nA). b) Spectroscopy

on bare Pb(111) and on the molecule varieties that do not show Shiba states

(UDC = 5mV, I = 5 nA). Dashed lines show positions of coherence peaks.

of 0.5. This approximation comes from equating the energy of the spin system at the critical

field to the energy of the thermal bath [120]:

gµBBK = κkBTK (5.1)

Here, κ is a coupling constant defining the strength of the interaction between the impurity

and conducting electrons, BK is the critical field where the splitting of the Kondo resonances

starts, and TK is the Kondo temperature. On the other hand, the rare orientation molecules

show spectroscopy indicating a higher level spin, which is concluded from the spin splitting

intersecting with the y-axis (Fig. 5.5 d) and f)). This shows that the system is not a spin-½

system as there is a zero field spin splitting. Furthermore, this is indicative of the molecules

on the second layer being more strongly decoupled from the enviroment than the molecules

on the first layer.
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First layer Second layer

Figure 5.5: a,b) Magnetic field dependent measurements on the magnetically dead molecu-

lar types (UDC = 5mV, I = 5 nA). Step in the 2.2 T data of the typical orientation

molecule is due to a tip change. c) Magnetic field dependent spectroscopy on a

first layer O down molecule (UDC = 5mV, I = 5 nA). d) Magnetic field depen-

dent spectroscopy on a second layer rare molecule (UDC = 5mV, I = 5 nA). e)

Spin splitting behaviour extracted from the data in panel c). Shows that the effect

measured in panel c) is a Kondo effect. f) Spin splitting behaviour extracted from

the data in panel d). Shows that the spin system measured in panel d) is larger

than a spin-½.
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5.2.4 TM effect on VOPcs

Figure 5.6: Comparison of the TM effect measured on

Pb(111) and both varieties of molecules on

the first layer (UDC = 5mV, I = 100 pA, B =

1 T).

As a prerequisite to ESR measure-

ments, we measured the TM ef-

fect on first layer VOPcs. We

were expecting an assymetric TM

DOS which would be indicative of

the SP current being sensitive to

the spin in the VOPc (what is ex-

pected can be seen in Ref. [26]).

Unfortunately, as seen in Fig. 5.6

there is very little difference in

the TM effect between measure-

ments on clean Pb(111) and on

the molecules. This is very likely

due to a combination of the TM

effect not being sensitive enough

and the VOPcs not being decou-

pled strongly enough. The lack of

sensitivity of the TM effect might be due to Pb’s relatively high spin-orbit coupling, and the

weak decoupling of the VOPcs to the environment would be due to their proximity with con-

ducting electrons in the molecule and substrate. ESR measurements were attempted on this

sample system but were never successfully realized. We attest this to the apparent lack of

spin sensitivity as seen in Fig. 5.6, and to the small RF amplitudes this measurement has to

be performed at as seen in Fig. 5.2 c).

5.3 Discussion and Conclusion

In this chapter we see that there are still two challenges in measuring ESR signals on VOPcs

with the use of the TM effect. The first apparent challenge is that relatively small RF voltages

need to be used. The second challenge is that the TM effect does not seem to respond to

the spin of the VOPc molecules. Ultimately, the sensitivity of the detection scheme has to be

improved to overcome these obstacles. This could be done in two ways, either optimizing

the tip or by optimizing the spin system. In the former example, we would have to develop a

new recipe for creating optimal TM tips which could involve macroscopic machining/etching
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of the tip. We could also forgo the TM effect and use the same SP tip that other ESR-STM

experiments use (Fe atoms picked up off MgO), and simply use VOPcs as potential spin sys-

tems. To optimize the spin system, the decoupling of the spin from the sorroundings would

have to be maximized. In the case of VOPc nanocrystals, we could grow crystals with more

layers and try to measure ESR signals on molecules on the top most layers as these should

be most strongly decoupled. If we wanted to be more certain of our decoupling, we could

use a thin insulating film such as MgO. In fact FePc on MgO has been shown to be ESR sen-

sitive making it likely that VOPcs on MgO are also ESR sensitive [119]. Therefore, depositing

VOPcs and Fe on MgO grown on Ag(111) might be the most effective way to realize an ESR

experiment as it both increases the strength of the SP current and the decoupling of the spin

system.

Although there are still several obstacles that have to be overcome before ESRmeasurements

on VOPcs are possible, VOPc multilayers on Pb(111) are shown to be an interesting system

to study pthalocynanines, interactions between spins, and interactions between spins and

SCs. What was found is that VOPc molecules can form nanocrystals similar to what has been

found with other pthalocyanines [90, 105]. What is new in our system is the introduction of

an out of plane atom in themolecule, in the form of an O atom bonded to the central V atom.

This new component adds a new orientation of the molecule at each layer of the nanocrys-

tal, one orientation that is O up and the other O down. By observing the topography, we

can see that the first layer grows roughly in a two O up rows and one O down row pattern,

while the second layer has two orientations for molecules which we called typical and rare.

We observe Shiba states for both the first layer O down molecules and the second layer rare

orientation molecules, along with spin behaviour when measuring magnetic field dependent

spectroscopy. In contrast, the first layer O up and the typical orientation molecules show no

Shiba states and no magnetic behaviour. Based on these two observations, it is very likely

that the typical orientation molecules are O up molecules in the second layer and the rare

orientation molecules are O down molecules in the second layer. To confirm this interpreta-

tion we would have to simulate the STM images of the typical and rare orientationmolecules

as it has been done for individual molecules in Ref. [58].

The spin physics in this system is also unique and unexpected as we would expect the VOPc

spins to behave as spin-½ systems [58]. We can see from Fig. 5.5 that this not the case as

either a Kondo interaction or a free spin with a spin greater than ½ is observed. We know

that the free spin is greater than ½ because the spin splitting in Fig. 5.5 f) is still finite in zero

field. This would suggest that the individual spins in the VOPcs interact with each other and

their enviroments, and therefore the system cannot be described individually and has to be
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described as a whole. Furthermore, it is interesting that we can see two different spin be-

haviours depending on the layer of the nanocrystal. This clearly points to a different decou-

pling of the spin to the conducting Pb(111) surface. As the first layer is more strongly coupled

to the Pb(111), a Kondo effect is observed due to the conduction electrons screening the

spin. As one puts distance between the spin and the surface, spin excitation spectroscopy

can be measured which indicates that the spin is now more strongly decoupled. This works

in a similar way to how spins can be decoupled from a conducting substrate with the use of

a thin insulator (i.e. adatoms on MgO). What is also of interest, is that at zero field both the

second layer and first layer show Shiba states, suggesting that the proximity effect caused by

the superconducting surface is on a longer length scale than the coupling of the spin to the

conducting surface.

In summary, we see that two layer VOPc nanocrystals on Pb(111) are a systemwithmany fea-

tures that interact in a unique way. Namely, there are four different molecular types which all

show different behaviours depending on their O up/down orientation and the layer they exist

in. We see that there are two types of molecules that are magnetically active and two that

are not. We speculate that the magnetically active molecules have an O down orientation

and the non magnetic molecules have an O up orientation. We also see that the magnetic

activity of the second layer molecules cannot but described by considering the spins indi-

vidually but rather by considering them as a whole. Lastly, we directly probe the different

length scales between the proximity effect of the Pb SC and the length scale on which the

molecular spins decouple from the substrate. In summary, this type of system leads to a

new understanding of how spins can interact with each other and with SCs, firstly by showing

that individual spins in VOPcs form a higher spin system, and secondly by showing that the

length scale of the interaction with the superconducting and normal conducting substrate is

different.
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6 Electron Spin Resonance Scanning
Tunneling Microscopy Measured at
High Magnetic Fields1

The HF cabling and the specially designed antenna in our STM allow for ESR-STM mea-

surements at double and even triple the Zeeman energies that have been previously re-

ported [11, 84, 103, 104, 108]. To realize these measurements we used a sample system

consisting of TiH molecules and Fe atoms on thin insulating MgO grown on Ag(100), and a

Pt/Ir tip. This sample system was chosen as it has been shown to be an effective system

for measuring ESR signals by various groups [83, 92, 104, 111]. In this chapter we present

the proof of principle that our STM is capable of measuring ESR signals from 60GHz up to

98GHz.

6.1 Topography and Sample Characterization

Figure 6.1 a) shows the topography of the sample system mentioned in the previous para-

graph. A two ML MgO flake is shown on the Ag(100) crystal where there are TiH molecules

and Fe atoms on top the MgO, labelled and circled for clarity. There are two binding sites

for the TiH molecules, on top of an O atom or on-site, TiHO, and in between two O atoms

or bridge-site, TiHOO. Fe atoms land only on-site. The amount of the layers of MgO can

be probed either topographically or with FES. Fig. 6.1 b) shows the different FES signatures

between one ML and two ML MgO, and is in agreement with what has been previously

reported [69]. Furthermore, single layer and multilayer MgO have different topographical

heights relative to the Ag(100) substrate when scanned at UDC = 100mV, I = 20 pA [69].

Generally this is the preferred way to find two ML (or more) MgO as FES tends to sweep

1This chapter is based on publication #3 on the publication list
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a)

10 nmTiHO

TiHOO

Fe

Ag(100)
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Figure 6.1: a) Topography of the sample system used to measure ESR-STM (UDC = 100mV,

I = 20 pA). A two ML MgO growth is shown on the Ag(100) substrate. On top

of the MgO are various atomic and molecular species circled and labelled. b) FES

on one ML and two ML MgO (UDC = 100mV, I = 100 pA). c) Spectroscopic signa-

ture used to identify Fe (UDC = 100mV, I = 500 pA) showing steps at±14mV. d)

Spectroscopic signature used to identify on-site TiHmoleculesUDC = 100mV, I =
500 pA) showing an IETS step at -75mV . e) Spin excitation spectroscopy on TiHOO

(UDC = 10mV, I = 500 pA, B = 6 T) showing steps at 0.69mV. At finite magnetic

fields this signature is used to identify these molecules.

all the atoms and molecules off the MgO. It is important to be able to find MgO with more

than one layer, as ESR sweeps on single layer MgO have not been demonstrated in literature.

With this in mind, all measurements presented in this dissertation were done on two ML

MgO.

Fig. 6.1 c-e) show the spectroscopic signatures that are used to identify the various atomic and
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molecular species on the MgO. For both Fe and TiHOO spin excitation spectroscopy is used.

TiHOO shows these excitation stepswhile in an externalmagnetic field, and they behave as one

would expect for a spin-½ system. That is to say, the energy of the step will be linearly related

to the external field (eUstep = 2µBB). Spectroscopy on Fe shows excitation steps at±14mV

and these are not shifted in an out of plane magnetic field [10]. Spin excitation spectroscopy

can also be used to identify TiHO molecules, but they also show an IETS step around -80mV

that is easier to measure than the spin excitations. The origin of this step is speculated to be

from an inelastic process related to the vibration of the molecule [93]. The TG response of

this step at -80mV is used to measure the transfer function, similarily to how the coherence

peaks were used to measure the transfer function in Chap. 4 (please refer to Subsec. 2.2.1 for

more information on the purpose of the TF and its acquisition process). These spectra and

their features are in agreement with what has been previously reported [76, 84, 111]. Fur-

thermore, all three of these atomic/molecular species have different topographical heights

and shapes when scanning at UDC = 100mV and I = 20 pA, and using the topography is

the fastest way of identifying the different species. Ultimately, this is very useful for tip shap-

ing as it cuts down the necessary time to find Fe atoms to pick up from minutes down to

seconds.

ESR-STM experiments in our set-up are primarily performed on TiHOO molecules due to

our magnetic field direction. With our magnetic field pointing out of plane of the sam-

ple we have vastly differing g-factors for the TiHOO (g ≈ 2) and the TiHO (g ≈ 0.6). This

anisotropic g-factor has been observed previously and is due to a large orbital angular mo-

mentum of the electronic ground state [92]. The differing g-factor is relevant in our exper-

iment as we are not able to Zeeman split the states in the TiHO strongly enough (EZ (g =

0.6, Bext = 6 T) = 208.38 µeV) to probe them with our HF radiation (h·60GHz = 248 µeV).

Therefore, we take advantage of the large g-factor in TiHOO molecules and all the data pre-

sented on this dissertation has been measured on bridge-site molecules unless otherwise

specified.

6.2 Characteristics of Good Electron Spin Resonance
Tips

As mentioned in Chap. 2, tips for ESR-STM measurements are made by picking up Fe atoms.

Picking up Fe atoms is done by bring the tip close to the atom and applying a bias pulse as

previously explained. Fig. 6.2 shows spectroscopy on Fe, TiHOO and TiHO with varying tips. It



68
6 Electron Spin Resonance Scanning Tunneling Microscopy Measured at High Magnetic

Fields

Figure 6.2: a) Spectroscopy on Fe performed with different tip types (UDC = 100mV, I =

500 pA). Tip types from top to bottom: a SP tip that is not a candidate to be an

ESR tip, a tip that is an ESR tip candidate but is not able to measure ESR signals

and a tip that is both an ESR tip candidate and able to measure ESR signals. ESR

tip candidates show peaks or dips around±14mV. b) Spectroscopy on TiHOO and

TiHO performed with different tip types (UDC = 100mV, I = 500 pA). Tip types

and order are same as in panel a). TiHOO data are plotted in a lighter color than

the TiHO data. Data is offset in both panels for clarity.

demonstrates the spectroscopic signatures needed to make a tip capable of measuring ESR

signals. All spectra were taken with tips that had some Fe atoms on the apex. The top most

spectra in Fig. 6.2 a) and b) show what is expected from a basic SP tip as we see a change in

conductance over zero bias for all three spectra [111]. Even though we see spin-polarization,

this tip would not be considered a candidate and is very likely not able to measure an ESR sig-

nal. We sequentially pick up Fe atoms and check their candidacy by measuring spectroscopy

on Fe. Tips that are ESR tip candidates display peaks or dips located at ±14mV when mea-

suring spectroscopy on Fe, as shown in the middle or bottom of Fig. 6.2 a). The observation

that the peak/dip feature in spectroscopy on Femakes good ESR tip candidates has been pre-

viously reported but is not currently fully understood [103]. After finding a candidate tip, we

also check the strength of its spin-polarization on either TiH species. The larger the step at
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zero bias, the more likely it is that the tip will be able to measure ESR signals. A comparison

between two ESR tip candidates can be seen in the middle and bottom of Fig. 6.2. On the

left we see that they both show peaks or dips at ±14mV indicating they are candidates. On

the right we see that the spin-polarization for the bottom tip is stronger than for the mid-

dle tip. This suggests that the bottom tip is more likely to be able to measure an ESR signal

which is the case, as the bottom tip was ESR sensitive while the middle tip was not ESR sen-

sitive. ESR sensitivity is checked by doing tip field sweeps which we discuss in the following

section. It is important to note that the bottom data in both panels were measured with the

same tip and the middle data in both panels were measured with the same tip, but top data

for both panels were measured with different tips. Even though this is the case, the data at

the top of the panels is still a good representation of what is to be expected from a basic SP

tip.

6.3 Electron Spin Resonance Sweeps

Figure 6.3: ESR peaks measured by sweeping the tip

field (UDC = 100mV, Iinit = 1 nA, Bext =

2.44 T). RF amplitude varies between mea-

surements. Peak position changes depend-

ing on the RF as the resonance conditions

change. Direction of the displacement is

away from the sample.

Once we find an ESR tip candidate

the easiest way to check if it is

ESR sensitive is by doing tip field

sweeps as shown in Fig. 6.3. Here

the external magnetic field and RF

are kept constant (which is why

this measurement is ”easy”) and

the tip height is adjusted. As ad-

justing the tip height changes the

magnetic tip field felt by the spin

system, this experiment effectively

sweeps the ZE to find the reso-

nance signal. If we vary the driving

energy by changing the RF, the z-

displacement at which the ESR sig-

nal will be measured at will also

change as seen in Fig. 6.3. This

type of behaviour is the best in-

dicator that a tip is ESR sensi-

tive.
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The most common method for measuring ESR-STM signals is by sweeping the frequency of

the driving radiation at a constant amplitude. As our transfer function lacks the necessary

transmission across thewhole frequency range of 60 to 100GHz, we are only able tomeasure

ESR signals in specific bands in this frequency range. Panels a) and b) of Fig. 6.4 show exam-

ples of ESR frequency sweeps at two current set points. It is shown that we can measure ESR

signals over a large range of frequencies andwe see that smaller currents result in smaller nar-

rower ESR signals which is in agreement with literature [108].

The less common, but for us the more favorable, method of measuring ESR signals involves

sweeping the magnetic field. This is more favorable for us due to the many individual fre-

quencies we find in our TF. Although our transfer function does not have continous trans-

mission from 75 to 90GHz, it does have a plethora of single frequencies which can radi-

ate at the necessary powers into the junction. We can take advantage of these frequen-

cies by using magnetic field sweeps. In this way we can cover a far larger range of ZEs

that we could not do with frequency sweeps. In fact, Fig. 6.4 c) shows that we can cover

a range from 60GHz to 98GHz. One other advantage that field sweeps provide is that it

removes the necessity to measure transfer functions which ultimately speeds up data acqui-

sition.

With the demonstration of ESR sweeps, the first and main analysis that can be down is the

extraction of the g-factor of the spin system and the tip magnetic field. Fig. 6.4 d) shows the

ESR peak energies as a function of the external magnetic field along with the linear fits to

these data points. We can see that the data quality is excellent with the experimental data

almost perfectly placed on the linear fit. From the linear fits we can extract the g-factors

for the various measurements and find that it is around 2 (g = 2.005 ± 0.003, 2008 ± 0.009

and 1.988 ± 0.008) which is to be expected from a spin-½ system. Lastly, we can extract the

tip field values of 95.7mT and 95.1mT for the magnetic field and frequency sweeps at I =

175 pA respectively, and a tip field value of 46.1 mT for the frequency sweep at I = 50 pA. The

difference in the tip fields between these two set points is of course due to the different tip

sample distances in these two experiments.
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Figure 6.4: a) ESR signals measured by sweeping the driving frequency (UDC = 100mV, I =

50 pA, URF = 20mV). Data is offset for clarity. b) ESR signals measured by sweep-

ing the driving frequency (UDC = 100mV, I = 175 pA, URF = 20mV). Data is off-

set for clarity. c) ESR signals measured by sweeping the external magnetic field

(UDC = 100mV, I = 175 pA, URF = 20mV). d) Linear fits to data presented in the

previous three panels.
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6.4 Transfer Function Deviations

With the new development in the HF cabling and delivery for ESR-STMs, we also wanted to

see how stable and robust the resulting transfer function is. For other machines the transfer

function changes every couple of days and is effected most strongly during LHe filling [68].

In our case the transfer function changes significantly from day to day as shown in Fig. 6.5

a) and b). Fig. 6.5 a) shows the changes in the transfer function after 24 hours and Fig. 6.5

b) shows how the ESR signal can not be measured with the 24 hour old transfer function.

These changes seem to happen more frequently than with other machines which indicates

that at higher frequencies the transmission mechanism becomes more sensitive to external

factors. To overcome this we have to measure the necessary transfer function daily, which

is another reason why we prefer performing magnetic field sweeps during our ESR-STM ex-

periments. It is also important to note that there were no major operations performed on

the STM (LHe filling, He3 condensing, magnetic field ramping, etc.) in between the two trans-

fer function measurements in Fig. 6.5 a) which further punctuates the sensitivity of our HF

line.

There can also be large changes in the TF when replacing the tip and when heating up and

cooling the STM (Fig. 6.5 c) and d)). The latter is caused by movement of the inner conductor

relative to the dielectric shielding of the HF cable. The HF cable is not rated down to the

experiment temperatures, and a shift of the inner conductor occurs during tip and sample

transfer as the junction is moved up and down bending the HF cabling. The movement of the

inner conductor in turnmoves the pin in the HF to SC connector below the He3 flange. The pin

movement can then cause large changes in the transfer function. We find that replacing the

connector along with the HF cabling any time the machine is heated to room temperature

is an effective way of eliminating this problem. The TF can also be largely effected by the

tip holder and tip wire length as shown in Fig. 6.5 d). As the coupling of the RF field is due

to radiation hitting the tip and tip holder, the geometry of the tip and tip holder will effect

the efficiency of this coupling (which is unlikely the case when the RF signal is directly sent

through the tip wire). Fig. 6.5 d) shows that if the tip holder is too long then the external

radiation does not couple effectively to the tip. This is likely due to the radiation not being

able to hit the tip wire effectively as the tip holder is in the way. The purpose of this long tip

holder was to allow us to choose a tip wire length that would resonate as a Λ/4 resonator (i.e.
wewanted tomatch the length of the tipwire to a 1/4 of thewavelength of the radiation). It is

clear from the data that the long tip holders give a worse transfer function, which we believe

is due to them casting a larger shadow on the tip wire than the short tip holders. We also
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Figure 6.5: Transfer functions are represented by plotting the maximum available RF voltage

in the junction. a) Change in the transfer function over the course of 24 hours. No

LHe filling, He3 condensation or magnetic field ramping between measurements.

b) ESR sweepwith a 24 hour old transfer function andwith a new transfer function

(UDC = 100mV, ISP = 50 pA,URF = 20mV). Data is offset for clarity. c) Deviations

in the transfer function caused, in part, by heat ups (i.e. there was a heat up to

room temperature in between each data set plotted). d) Deviations in the transfer

function caused by different tips and tip holders.
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tested the tip wire length with short tip holders and we see that the wire length has a strong

effect on the transfer function (Fig. 6.5 d)). There are several possible reasons why this might

be. Firstly, the differing apexes of these tips may lead to different field enhancement effects

that are frequency dependent. Secondly, the radiation might resonate better at frequencies

that match the tip wire length and therefore create a stronger transmission. Thirdly, there

are different surface areas for both tips and therefore the RF coupling should differ (although

this effect is probably not frequency dependent). For more details on the geometry of the tip

holders and tip wires please refer to Chap. 2.

6.5 Outlook

Now that we have demonstrated that our ESR-STM functions as we expect there are many

experiments that could be done. Firstly, temperature dependent measurements were per-

formed and are presented in Chap. 8 of this dissertation. The goal here was to probe the

transition from an initialized ground state to a mixed state measurement. Secondly, a pump-

probe scheme could be implemented and then the excitation and coherence times of ESR

signals could be measured as a function of the ZE. This would be taking advantage of the ini-

tialized ground state of our ESR measurements and our HF range. This is also scientifically

significant as it is not clear whether excitation/coherence times are related to spin splitting.

If they are indeed related this could lead to ways to increasing excitation/coherence times

which is relevant for the field of quantum information processing. This could be integrated

with the temperature dependent measurements, which would lead to understanding how

population dynamics of a spin system effect the excitation and coherence times. Further-

more, there are plenty of ESR-STM experiments that would still be of interest but do not use

the unique capabilities of our set-up. Pump-probe functionality would pave a way for coher-

ently controlling several coupled spins which would let us study their dynamics and creates a

possibility for quantum computing on the atomic scale. Secondly, new insulating substrates

could be tested to see what can and cannot be used to measure ESR-STM signals. Currently,

MgO is the only insulator on which ESR has been successfully measured and the question

arises as to what makes MgO so special. Also, new spin systems should be found and tested

as only four have been found to produce an ESR signal [11, 111, 115, 119]. Lastly, the use of

ESR-STM has been used almost exclusively to study electron spins and could in principle be

used to measure nuclear spins. This is also a direction in which ESR-STM experiments could

develop.
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7 Atomic Scale Electric Field Control
of Spin Transitions1

During our initial characterization of the ESR signal we found that the position and amplitude

of the ESR signal changed when changing the bias voltage applied in the junction as seen

in Fig. 7.1. This figure shows the ESR signal (indicated by black arrows) measured at several

biases being positioned at different field values for magnetic sweeps performed at the same

driving frequency (f = 61.545GHz). All data presented in this chapter was measured with

the feed back loop open so we indicate the set point current and bias at which the feedback

loopwas opened asUSP and ISP , which in the case for Fig. 7.1USP = 100mV and ISP = 250 pA.

We use this convention for the rest of the chapter. We strived to study and understand this

bias dependent phenomenon as it could lead to new pathways for electrical control of spins

which is of great interest to the scientific community, and because in the short time that

ESR-STMs have existed this phenomenon has not been reported in literature [52, 53, 65, 75,

81, 100, 110]. What we found is that the ESR signal shifts on the order of several FWHMs

when varying the electric field between the tip and sample. We also found this effect to be

1This chapter is based on publication #1 on the publication list

Figure 7.1: ESR signals measured at fives biases (USP = 100mV, ISP = 250 pA, URF = 20mV, f =

61.545GHz). Arrows indicate ESR signals.
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reproducible among many tips and TiH molecules. Furthermore, we measured this effect on

different binding sites, different set points, different ZEs and at varying RF amplitudes. By

taking a full data set at various ZEs and current set points, we extract bias dependencies of

the g-factor and tip fields and conclude that the bias dependency of ESR signals is the result

of g-factor modulation. The following chapter is a summary of the experiments performed

and insight into the bias dependent ESR-STM mechanism.

7.1 Experimental Results

7.1.1 Bias Dependent Electron Spin Resonance on TiOO at High
Frequencies

The basic experiment that we performed during this project consisted of measuring the ESR

response as a function of both bias voltage and magnetic field where the magnetic field is

the slow direction (which we shorten to bias-magnetic sweeps for the remainder of this the-

sis). This is done by radiating the junction at one frequency, and then at each magnetic field

value bias spectroscopy is performed while the internal lockin records the change in the cur-

rent at the RF chopping frequency (please refer to Sec. 2.2 for more info on the RF chopping).

Fig. 7.2 shows examples of the resulting data from this experiment scheme. Immediately sev-

eral things are apparent. First, the position of the ESR signal seems to be linearly dependent

on bias at positive bias. Second, the magnitude and shape of the ESR signal seems to change

depending on the bias voltage and there is a large change when transitioning over zero bias.

Third, there is a background signal off resonance that seems to stay relatively constant over

magnetic field and seems to interact with the ESR signal. In this dissertation we primarily

strive to understand the most apparent and experimentally exciting feature, the linear de-

pendency of the ESR signal with respect to bias. We find this feature to be exciting as it is a

directway of controlling spin transitionswith an electric field, which builds on the field of spin-

tronics. Knowing that a shift in the ESR signal is either due to a change in the g-factor or the

tip field, we can start understanding the bias dependent ESR-STM mechanism by extracting

bias dependencies of the g-factor and tip field. We can do this by measuring bias dependent

sweeps at various ZEs and then performing linear fits akin to Fig. 6.4 d). Sweeps measured at

several ZEs are shown in the panels of Fig. 7.2. Changing the ZE seems to slightly affect the fla-

vor of the ESRbias-magnetic sweeps but this is likely due to thetip andwill be explored further

in the next chapter. Other than this, changing the ZE does not strongly affect the dependency
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Figure 7.2: a-d) Bias dependent ESR sweeps measured at four ZEs (USP = 100mV, ISP =

250 pA, URF = 20mV, EZ1 = 254.53 μeV, EZ2 = 285.28 μeV, EZ3 = 309.37 μeV, EZ4

= 387.7 μeV).

of the ESR signal versus bias nor does it change the background. We extract the g-factors and

tip fields and interpret the data in the following subsection.

In the next set of experiments we changed the distance between the tip and sample, as this

directly changes the electric forces acting in the junction. In this way we continue to build on

the understanding of bias dependent ESR-STM. An example of these sweeps, at one ZE, can

be seen in Fig. 7.3. We can see that increasing the tip sample distance decreases the effect of

the bias voltage on the shift of the ESR signal. We can also see that the point where the ESR

signal crosses zero bias changes due to the different tip fields. To extract the dependencies of

the g-factor and the tip field on the bias and tip sample distance, we also measured at these

four current set points at four ZEs. The analysis of that will be shown in the next section

(Sec. 7.2).
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Figure 7.3: a-d) Bias dependent ESR sweeps measured at four current set points (USP =

100mV, URF = 20mV, f = 61.545GHz)

To further investigate these bias-magnetic sweeps we also performed them at varying RF am-

plitudes. Although the RF voltage should not have a direct effect on the DC field, studying

it may lead to an understanding of the RF background and ESR signal shape and magnitude

found in our sweeps. Fig. 7.4 shows the complete set of measurements. It seems that in-

creasing the RF amplitude increases the signal of the ESR response as expected but also has

some unexpected consequences. First, at some point the background signal seems to more

strongly interact with the ESR signal and causes it to deviate from being linearly dependent

on bias above UDC = 0mV. This is most clearly seen at URF = 40mV and URF = 50mV, but

starts to happen even at URF = 20mV. Second, At URF = 50mV the background signal is

even stronger than the ESR signal at biases in the -150mV to -130mV range. As the back-

ground signal is significantly smaller than the ESR signal at lower RF amplitudes, this suggests

that there are two different RF amplitude dependencies acting on the ESR signal and the RF

background. Third, the position of the maximum ESR signal on the bias axis seems to in-

crease with increasing RF amplitude which is important to consider when trying to maximize

the signal from an ESR signal.
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Figure 7.4: a-d) Bias dependent ESR sweeps measured at six RF voltages (USP = 100mV,

ISP = 100 pA, f = 61.545GHz)
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7.1.2 Bias Dependent Electron Spin Resonance on TiO

Figure 7.5: a) Bias dependent ESR sweeps measured in our LF set-up on TiHO (USP = 100mV,

ISP = 100 pA, URF = 20mV, f = 19GHz). b) ESR sweeps at three biases in our LF

set-up on TiHO (same parameters and data as panel a)). Arrows indicate positions

of ESR signals.

After the initial measurements performed on TiHOO at f > 60GHz, we also wanted to study

TiHO molecules whose ESR signal is not accesible with our HF and magnetic field range. We

changed our set-up to one that allows us to send RFs between 10GHz and 20GHz as described

in Sec. 2.3.3. This allows us to measure ESR signals on TiHO molecules. Similarily to the TiHOO

measurements, four tip sample distances were measured at four ZEs each. Fig. 7.5 shows a

bias-magnetic sweep performed at f = 19GHz along with individual ESR sweeps at specific

biases (ESR signals are indicated with black arrows). We can see a similar linear bias depen-

dency of the ESR signal when comparingwith the TiHOO species, but there are also differences

in the background and at negative bias. As the background is likely some RF response of the

DOS of the molecular species, we attest these differences to the differences in the DOS of

TiHOO and TiHO species. Furthermore, the shift of the ESR signal seems to be much stronger

in TiHO than in the case of TiHOO as the ESR shift in TiHOO is on the order of tens of mT while

the shift in TiHO is on the order of hundreds of mT. Lastly, we see that unlike on TiHOO, there



7.1 Experimental Results 81

is no signal in the negative bias range on TiHO which we account to differences in the DOS

between the two species.

7.1.3 Bias Dependent Electron Spin Resonance on TiOO at Low
Frequencies

Figure 7.6: a) Bias dependent ESR sweepsmeasured in our LF set-up on TiHOO (USP = 100mV,

ISP = 250 pA, URF = 20mV, f = 19GHz). b) ESR sweeps at three biases in our LF

set-up on TiHOO (same parameters and data as panel a)). Arrows indicate positions

of ESR signals.

While our machine was set-up to probe low frequencies (LFs) we took the oppurtunity to

check bias-magnetic sweeps on TiHOO in the low ZE regime. Fig. 7.6 shows a bias-magnetic

sweep done at f = 19GHz along with individual ESR sweeps at specific biases. Looking at

Fig. 7.6 a) and b) we can see that the shape of the ESR signal and the RF background has

changed but the linear dependency of the ESR signal with respect to to the bias voltage re-

mains the same. The individual ESR sweeps in Fig. 7.6 b) show that the ESR signal has changed

from an asymmetric lorentzian to an asymmetric fano-like resonance. It is difficult to be cer-

tain of why this change occurs, as the full ESR-STM mechanism is not currently understood,
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but it is likely due to an unintended change in the detection scheme caused by switching

the machine between HF and LF regime. This is something that we will study in the future by

adding the frequency range from 20GHz to 60GHz into ourmachine. This waywewill be able

to study the behaviour of the ESR signal continuously from the HF to LF regime and seewhere

the transition from a peak to an fano-like resonance occurs. Measurements on TiHOO in the LF

regime were only performed at two ZEs and two set points so a full g-factor and tip field anal-

ysis is not performed due to the large error wewould expect. Changing the ZE did not change

the behaviour of the bias-magnetic sweep significantly and increasing the set point caused a

larger shift in the ESR signal similar to the behaviour we see in Fig. 7.2 and Fig. 7.3. As these

two behaviours are similar to the HF regime and because the ESR signal is still linearly depen-

dent on the bias, we assume the fundamental physics that causes this linear shift is the same

in the HF and LF regime. Any changes in the RF background and shape of the resonances are

attested to the change in the measurement set-up. This change in the RF background and

shape of the ESR signal brings about an interesting notion about the difference between our

HF and LF driving. In principle they result in the same thing, an alternating bias applied in our

junction. The change in our ESR signals between the two set-ups suggests that these two are

not equivalent. To confirm this hypothesis, a more in depth understanding of the ESR-STM

mechanism has to be formulated that can explain the shapes of ESR signals that have been

measured by us and by other groups, and can explain the background RF signal that can be

picked up off resonance. If we can understand the reason why certain resonances are shaped

the way they are, we can then possibly understand the differences between our HF and LF

set-ups based on the shapes of the ESR signals they provide.

7.1.4 Bias Dependent Electron Spin Resonance on Dimers

After observing this direct control of ESR transitions wewanted to investigate the possibilities

of using this phenomenon to control spins in a meaningful way. To do this wemeasured bias-

magnetic sweeps on TiH dimers. The goal was to tune two ESR transitions from a regime

where their Zeeman splittings were equal to a regime where they are not. Fig. 7.7 shows a

bias-magnetic sweep on a TiHOO-TiHOO dimer and ESR sweeps at 50mV and 190mV. We see

three transitions, indicated by the white dashed lines in Fig. 7.7 a) and the black arrows in

Fig. 7.7 b) and c), which are indicative of the singlet-triplet (S → T0) transition and the two

triplet-triplet (T0 → T+, T0 → T-) transitions for strongly coupled dimers (r = .674 nm, J ≈
45GHz) [6]. Comparing Fig. 7.7 b) and c) we can already see a change in behaviour of the ESR

sweep at different biases and an indication of different spacing between ESR peaks but this
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Figure 7.7: a) Bias dependent ESR sweep measured on a TiHOO-TiHOO dimer (USP = 100mV,

ISP = 200 pA, URF = 20mV, f = 61.545GHz). White dashed lines are a linear fits

to the ESR peaks. Dimer topography is inset on the top right of the panel with the

red dot indicating the position of the tip during themeasurement (UDC = 100mV,

I = 20 pA). b-c) ESR sweeps at UDC = 50mV and UDC = 190mV respectively

(same data and parameters at panel a)). Arrows indicate position of ESR peaks.

will be investigated and analyzed further in the next section along with other bias-magnetic

sweeps on dimers.
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7.1.5 Effect of Changing Spin Centers and Tips

As a final consistency checkwe also performed bias-magnetic sweeps on three different TiHOO

and TiHO molecules. Fig. 7.8 presents these sweeps and shows that there are nomajor differ-

ences between measurements on the same species. Changing tips also did not significantly

affect the behaviour of bias-magnetic sweeps, although full data sets with four ZEs and four

set points were only performed with one tip.

Figure 7.8: a-c) Bias dependent ESR sweeps measured on three different TiHOO molecules

(USP = 100mV, ISP = 100 pA, URF = 12mV, f = 61.545GHz). d-f) Bias depen-

dent ESR sweeps measured on three different TiHO molecules (USP = 100mV,

ISP = 50 pA, URF = 25mV, f = 19GHz).
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7.2 Analysis and Discussion

7.2.1 Bias Dependent ESR-STM Mechanism

Extracting g-Factors and Tip Fields

The main analysis that we performed on the measured data sets was the extraction of g-

factors and tip fields as a function of the bias. This is very similar to what was shown in

Fig. 6.4 d) with the addition of performing a spline fit to ESR signals measured at varying bi-

ases. To perform this spline fit we must first extract the positions of the ESR signals which is

done by fitting the ESR signal with a fano resonance in the positive bias (20mV to 150mV) and

by finding the peak maximas at negative bias (-20mV to -150mV). If we take a look at any of

the bias-magnetic sweeps presented in this chapter, we see that near zero bias the ESR signal

disappears and we are not able to find the peak positions. We overcome this shortcoming by

performing an interpolated spline fit over the full bias range using the ESR positions we found

at biases away from zero bias. This fit over the full bias range is shown as a white dashed line

in Fig. 7.9 a). The assumption here is that even though the ESR signal is not visible in certain

bias regions, this disappearance is due to low currents. Therefore, we assume the resonance

does exist there we are just not able to detect it. Fig. 7.9 b) shows the linear fits to the bias

dependent ESR signals. Each colored line in Fig. 7.9 b) is an interpolated spline fit demon-

strated in panel a) and the dotted and dashed lines are linear fits to ESR peaks at two biases.

By performing this procedure at all biases we can then extract the dependency of the linear

fit on bias, and therefore the dependency of the g-factor and tip field on the bias. This was

done at four set points and the results are shown in Fig. 7.10.

In the case of extracting the ESR peak positions on the TiO molecules a spline fit was not

performed. This is due to the fact the ESR peak is not visible in the negative bias range, and

therefore there are no empty regions that have to be connected as in the case of the TiOO

data. The analysis is then simplified as we make a linear fit to the ESR peak positions in the

positive bias range (from 20mV to 80mV). We then followed the same procedure as shown

in Fig. 7.9 b) and extracted the bias dependencies of the g-factor and tip field at four current

set points.

The extracted bias dependencies of the g-factor and tip field of both the TiHOO and TiHO

molecule are presented in Fig. 7. 7.10 a-d) with the left column pertaining to the TiHOO anal-

ysis and the right column pertaining to the TiHO. We see that for both molecules both the tip
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Figure 7.9: a) Bias dependent ESR sweep with a spline fit to the ESR peak positions (USP =

100mV, ISP = 250 pA, URF = 20mV, f = 61.545GHz). White dashed line indi-

cates spline fit to ESR peak positions. b) Demonstration of the linear fits to multi-

ple bias dependent ESR sweeps. The four colors show four spline fits at four ZEs

(extraction of spline fit for one ZE was demonstrated in panel a)). Dashed line

shows linear fit to the four spline fits at UDC = 150mV. Dotted line shows same

as dashed line but at UDC = -150mV.

field and g-factor have dependencies on the bias. In the case of TiHOO increasing the bias in-

creases the g-factor and the tip field of the system. The dependency also seems to be roughly

linear in the positive bias regime and then changes to be non-linear in the negative regime.

Furthermore, increasing the set point also increases the g-factor and tip field. Increasing the

set point will change the tip field but the change in the g-factor is not something that has

been observed experimentally. Looking at the results for the TiHO molecule we see that the

tip field behaves in a similar way to the case of the TiHOO molecule although the tip field is

much stronger and the bias dependency is much stronger. This is very likely due to the tip

being closer to TiHO than the TiHOO species even at similar set points, which is a result of

the smaller DOS in the TiHO at the set point bias (USP = 100mV). In contrast to the TiHOO

molecule, the g-factor of the TiO molecule does not seem to always increase with the bias

voltage. In fact there seems to be some transition from low to high set point, where at lower
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c)

TiHOTiHOO

Figure 7.10: a) Extracted bias dependencies of the g-factor in TiHOO at four set points. b) Ex-

tracted bias dependencies of the g-factor in TiHO at four set points. c) Extracted

bias dependencies of the tip field measured on TiHOO at four set points. d) Ex-

tracted bias dependencies of the tip field measured on TiHO at four set points.

e) Extracted set point dependent g-factor in TiHOO at one bias (UDC = 100mV).

f) Extracted set point dependent g-factor in TiHO at four biases.
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set points the g-factor increases with bias and at higher set points the g-factor decreases with

bias.

To further investigate the g-factor transition measured on the TiHO molecule we measured

ESR signals at sixteen set points and four ZEs for both TiHOO and TiHO, and extracted the g-

factor at those sixteen set points. For the case of TiHOweperformed thismeasurement at four

biases. Fig. 7.10 e) and f) shows the behaviour of the g-factor in TiHO and TiHOO as a function

of set point. We see that for TiHOO the g-factor increases with decreasing tip sample distance.

What kind of dependency is being observed is difficult to say due to the large error of our data,

but we believe it is related to the exponential dependence of the current on the tip sample

distance. We will be investigating this interpretation and decreasing the error in our data

by repeating these measurements at more ZEs. For the case of the TiHO molecule, there is

clearly a regime were the g-factor increases with increasing set point and a regime where the

inverse happens. We also see an indication that this transition from increasing to decreasing

g-factor has some dependency on the bias voltage (this is further validated in Fig. 7.10 b)),

but this has to be confirmed by further measurements. Similarily to the TiHOO measurements

we plan to repeat measurements on TiHO at more ZEs.

Bias Control of Molecule z-Displacement

When looking at the given data and analysis one of themost obvious interpretationsmight be

a Stark shift [91]. This interpretation would be that the dipole moment of the TiH molecule is

effected by the electric field from thetip and thiswould change the ESR signal of themolecule.

This interpretation is disregarded as we have no good evidence that there is a change in the

dipole moment between the excited and ground spin state of the TiH molecule. That is to

say, the dipole moment may shift the whole spectrum (which would difficult to study), but

as there is no relative change between the excited and ground state the ESR signal should

stay the same. Fortunately, there is a more likely interpretation proposed in Ref. [28] which

suggests that a z-displacement of the TiH molecule can modulate the g-factor. The analy-

sis and data presented in this chapter is compared to this interpretation to check its valid-

ity.

To understand this interpretation we have to first understand why a change in the bias would

result in a change in the TiH z-position, and to understand that we have to consider the forces

acting on the molecule while in the junction. In our simple model we consider the electric

force acting on the molecule, which is a result of the electric field in the junction, and the

elastic force acting on themolecule from the substrate. A schematic of the STM junction along
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Figure 7.11: Schematic representation of forces acting on the TiH molecule in the STM junc-

tion. Top half shows the effect of changing the tip sample distance on the z-

position of the molecule. We interpret this z-movement to cause the g-factor to

change. Bottom half shows how the bias changes the z-position of the molecule

along with our interpretation of how the bias changes the g-factor.

with these opposing forces can be seen on the top and bottom left of Fig. 7.11. Here d is the

tip sample distance, z is the TiHmolecule distance from the substrate, k is the elastic constant

of the TiH-substrate bond and UDC is the bias voltage applied. Our initial interpretation and

model forgoes the atomic force of the tip acting on the molecule, as this force is relatively

small at low tip sample distances (which is the case for most of our experiments). On the

other hand, we observe certain behaviours which we speculate could be due to the atomic

force acting on the tip, and we will be building on this interpretation in the future. For this

dissertation, we find that considering only the electric force and the elastic force is sufficient

enough to understand the majority of our data. When we equate the electric force and the

elastic force from the substrate, we can find that z is linearly dependent on UDC and inversely
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dependent on d as seen in Eq 7.1.

z = −eUDC

kd (7.1)

First, let us consider the effect of d on z . We know from literature that z should increase

as d decreases (at least in the regime of the experiment) [96]. Looking at Fig. 7.10 a), which

shows that the g-factor increases with a decrease in d , we can make the conclusion that an

increase in z increases the g-factor (why this is the case is explained in the next subsection).

This is schematically represented in the top half of Fig. 7.11. Now comparing this to the bias’s

effect on z we can make a similar analogy. That is to say, knowing that a z increase causes

an increase in the g-factor and the g-factor increases with UDC , we can conclude that an

increase in UDC pulls the TiH molecule from the substrate. This is schematically represented

in the bottom half of Fig. 7.11. This is further corroborated by comparing the data at different

set points. We can see in Fig. 7.10 a) that as d decreases the effect of UDC on the g-factor is

stronger and therefore stronger on z . This is in agreement with what can be expected from

Eq. 7.1.

We can also understand the relationship between the tip field and bias using this framework.

As increasing the bias pulls on the molecule, this change in position will cause the molecule

to feel a larger tip field from the Fe on the tip as the molecule is now closer to the Fe. In

addition, another effect is likely taking place similar to the movement of the TiH molecule.

The Fe atom on the tip is also under the influence of electric and elastic forces and will move

when the bias increases or decreases. If the Fe atom moves more closely to the spin then

the tip field felt by the system will also increase. How strong or weak this effect is, is difficult

to quantify and is beyond the scope of this work, but we might be able to investigate it us-

ing spatially resolved ESR-STM that probes the dipole moment of the tip [109]. The tip field

analysis is Fig. 7.10 c) also shows something interesting when comparing the measurements

performed at different set points. We see that the individual data sets for each set point

intersect with each other around zero bias. This is quite strange as it means that a move-

ment of the tip at zero bias does not change the tip field. Furthermore, at negative biases

bringing the tip closer to the sample decreases the tip field and can even result in a zero tip

field. This is not yet fully understood but our initial explanation is that it has to do with the

direction of the tip magnetic field rotating with respect to to the quantization axis of the ESR

signal. It is also possible, and in fact very likely, that features of this can change when the tip

changes.
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What was previously discussed is in agreement with what is observed on the TiHOO molecule

but in the case of TiHO there are some extra details. The behaviour on TiHO is similar to TiHOO

when the set point is small (d is large), but when d is small we see that the g-factor decreases

with bias. The current interpretation is that a regime is reached where an increase in the bias

voltage starts to push the molecule into the sample due to a change in Eq. 7.1 caused by the

atomic force from the tip becoming non-negligible (we know from the previous analysis that

a movement of the molecule into sample lowers the g-factor). This would be consistent with

the set point dependency on z , as z candecreasewith a decrease of d if d is small enough [96].

Although this is the current interpretation, further data has and will be taken to further un-

derstand and confirm this model. In regards to the tip field behaviour on the TiHO, the inter-

pretation is the same as for the TiHOO molecule although it is not possible to confirm if the

behaviour is the same at negative bias. As previously stated, the tip field is stronger due to the

tip being closer to the TiHO molecule during measurements.

g-Factor Dependency on the Molecule z-Displacement

Understanding why and how the z-displacement of themolecule can affect the g-factor is the

final piece in interpreting bias dependent ESR-STM. This is presented thoroughly in Ref. [28]

and what is shown here is a summary based on the aforementioned work. We start with the

model Hamiltonian for the system, (Eq. 7.2), which considers the crystal field anisotropy (Fc ,

D), spin orbit coupling (Λ) and Zeeman splitting. Furthermore, this Hamiltonian works both

on the angular momentum operator (l ) of the electron found in the dx2−y2 orbital and the

spin (S) of this electron.

H = −|D|l2
z + Fc((l (+))4 + (l (−))4 ) + ΛS̃ · l̃ + µBB̃ · (gS̃ + l̃) (7.2)

Diagonalizing this Hamiltonian and performing a Taylor expansion can lead to the following

dependency of g on Fc :

∂gz

∂Fc
= − 2304ΛFc

(576F 2
c + Λ2 )3/2 . (7.3)

Here the subscript on the g-factor refers to the quantization axis of the measurement which

in our case is always in the z-direction. This result leads us to expand the term δgz/δz using
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the chain rule:

δgz

δFc
= (

∂gz

∂Fc

∂Fc

∂z ). (7.4)

From here all the pieces are available to be put into this equation. δz is given

in Eq. 7.1, ∂gz/∂Fc is given by Eq. 7.3, and ∂Fc/∂z can be estimated using

DFT [28]:

δgz = (
∂gz

∂Fc

∂Fc

∂z )δz =
2304ΛFc

(576F 2
c + Λ2 )3/2

∂Fc

∂z
eUDC

kd . (7.5)

In the case when ∂gz/∂Fc and ∂Fc/∂z are not dependant on z (this is assumed in Ref. [28]),

the g-factor will change linearly with bias because the z-displacement changes linearly with

bias. This seems to be the case at positive biases as the behaviour is linear for both TiHOO and

TiHO. On the other handwhen going to negativebias the behaviour deviates frombeing linear.

The current hypothesis is that in this regime the molecule starts be pushed and “tilted” into

the sample due the reversal of the electric field. That is to say when the molecule is pulled at

positive bias, both the Ti and H are moved directly in the z-direction (very likely by different

displacements but this is difficult to quantify). When the molecule is in a negative bias, the

field causes the TiH to tilt into the sample. This is shown schematically in Fig. 7.12. At this

point ∂gz/∂Fc and ∂Fc/∂z may have some dependency on z which is why the data shows

a non-linear behaviour. It is important to note that this is currently just a hypothesis but it

seems to agree with all the other findings of this experiment. Furthermore, it is difficult to

Ti
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Figure 7.12: Schematic of the TiH molecule geometry in the junction at positive and negative

bias.
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probe ∂gz/∂Fc and ∂Fc/∂z experimentally therefore more detailed models would have to

be created to confirm our interpretation .

7.2.2 Bias Dependent Electron Spin Resonance on Dimers

Initial Experiments and Interpretation

Fig. 7.13 shows the three bias-magnetic sweeps we performed on TiH-TiH dimers as a proof

that the bias can be used to control separate spin transitions. Two dimers were tested whose

topographies are shown in the inlets of Fig. 7.13 a) to c)where the red dot represents the posi-

tions of the tip during the measurement. Fig. 7.13 a) and b) show experiments performed on

the same dimer at two different set points (USP = 100mV, ISP = 200 pA and USP = 150mV,

ISP = 1 nA) where in both cases we see distances between different transitions changing

depending on bias. Here the white dashed lines represent linear fits to ESR peaks and the

dotted lines represent linear extrapolations. For the lower set point experiment we find the

distance between the ST0 transition and the T0T- transition changes from ∆B = 14.3mT at

UDC = 20mV to ∆B = 10.2mT at UDC = 200mV. When measured at a higher set point we

see that all three transitions seem to merge; the transitions here being separate at low bias

and combined at high bias. For the second dimer we see a different behaviour with only two

transitions whose distance does not change considerably with bias. To understand the ob-

servations presented in Fig. 7.13 we have to start with the model Hamiltonian for a coupled

spin system [104, 111]:

H = −µB(Bext + Btip)g1 Ŝz
1 − µBBextg2 Ŝz

2 + JŜ1 · Ŝ2 + D(3Ŝz
1 Ŝz

2 − Ŝ1 · Ŝ2 ). (7.6)

Here Bext and Btip are aligned with z and the first two terms are the Zeeman splittings of the

individual molecules in the dimer. The third term is the Heisenberg exchange interactionwith

the strength of J , and the fourth term is the dipole interaction of the two molecules with the

strength of D. Lastly, µB is the bohr magneton, Ŝ1 is the spin operator of the molecule below

the tip, Ŝ2 is the spin operator for the other molecule and g1 and g2 are the g-factors of the

two molecules respectively. Working in the basis of the combined Ŝz
1 Ŝz

2 states (| ↑↑〉, | ↓↑
〉, | ↑↓〉, | ↓↓〉), known as the Zeeman product states, we can diagonalize the Hamiltonian

and find that the eigenstates for the low energy and high energy triplet states to be simply
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Figure 7.13: Bias dependent ESR sweeps for a TiHOO-TiHOO dimer (a-b) and a TiHOO-TiHO dimer

(c). Topographies are displayed as insets in the panels with a red dot indicating

the position of the tip during measurements (UDC = 100mV, I = 20 pA). a)

(USP = 100mV, ISP = 200 pA, URF = 20mV, f = 61.545GHz). White dashed

lines are linear fits to the ESR peaks and the distance between fits is indicated at

200mV and 20mV (∆B = 10.2mT and ∆B = 14.3mT respectively). b) (USP =

150mV, ISP = 1 nA, URF = 20mV, f = 61.545GHz). White dashed lines are a

linear fits to the ESR peaks and dotted lines are linear extrapolations. c) (USP =

100mV, ISP = 300 pA, URF = 20mV, f = 61.545GHz). White dashed lines are a

linear fits to the ESR peaks and the distance between fits is indicated at 200mV

and 20mV (∆B = 26.3mT and ∆B = 25.9mT respectively).



7.2 Analysis and Discussion 95

|T+〉 = | ↑↑〉 and |T-〉 = | ↓↓〉, while the middle triplet state and singlet state are found to

be:

|T0〉 = cos(θ/2)| ↑↓〉+ sin(θ/2)| ↓↑〉

|S〉 = sin(θ/2)| ↑↓〉 − cos(θ/2)| ↓↑〉.
(7.7)

Here, θ = arctan(1/|η|) and η is the ratio between the energy detuning, which is the dif-

ference in the ZSs between the molecules (µB(g1 (Bext + Btip) − g2Bext), and the flip-flop

coupling (J − D). When η is largely negative or positive, the eigenstates in Eq. 7.7 approach

the states described by the Zeeman product states and when η is near zero the eigenstates

approach the linear superposition of states as defined in Eq. 7.7. The latter is the case for the

data shown in Fig. 7.13 a) and b), which is why we see three transitions, and the former is the

case for Fig. 7.13 c), which is whywe see two transitions (∆E1 = E↑↑−E↓↑,∆E2 = E↑↓−E↓↓).

This is further validated by our estimated flip flop coupling (186 μeV for the dimer in the top

panels and 1.57 μeV for the dimer in the bottom panel) and energy detuning (2.32 μeV for

panel a), 5.79 μeV for panel b) and 178 μeV for panel c)) which are based on literature val-

ues [114]. Now one might ask why we do not observe a fourth transition in the TiHOO-TiHOO

dimer and that is due to the large exchange interaction estimated to be 242 μeV. When the

exchange interaction is so large the energy of the singlet state becomes lower than the lowest

energy triplet state allowing for only three transitions due to selection rules for the magnetic

quantum number, ∆m = ±1 , 0 . These transitions are shown schematically in an energy

diagram presented in Fig. 7.14 b).

Modelling Bias Dependent Electron Spin Resonance on Dimers

Fig. 7.14 showsmodelling that was performed to describe the behaviour observed in Fig. 7.13

b). Here all the colored transitions between different panels correspond to the same colored

transitions in the other panels. The modelling was performed constructing a set of equa-

tions that can defined by equating the RF energy to the transitions energies (i.e. we take

the difference between eigenenergies of different states and set them equal to the RF en-

ergy):

hf = ET+ − ET0 =
1
2 (J + 2D + µB(g1 (Bext + Btip) + g2Bext)

−
√

(J − D)2 + (µB(g1 (Bext + Btip) + g2Bext))2 ) (7.8)
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hf = ET0 − ET− =
1
2 (J + 2D − µB(g1 (Bext + Btip) + g2Bext)

−
√

(J − D)2 + (µB(g1 (Bext + Btip) + g2Bext))2 ) (7.9)

hf = ET0 − ES =
√

(J − D)2 + (µB(g1 (Bext + Btip) + g2Bext))2 (7.10)

We then estimate themagnetic field values atwhich the transitions occur at 0mV and 200mV

based off the data presented in Fig. 7.13 b). By inserting these magnetic field values in our

set of equations we can solve for values of g1 , g2 and Btip at both 0mV and 200mV. We then

assume that the g-factors and tip field change linearly from 0mV to 200mV and then reverse

Triplet

Singlet

|T0⟩

|T+⟩

|T-⟩

|S⟩

Figure 7.14: Colors of transitions in each panel are representative of the same transitions in

each other panel. a) Bias dependent ESR sweeps on a TiHOO-TiHOO dimer (USP =

150mV, ISP = 1 nA, URF = 20mV, f = 61.545GHz). Dashed lines are linear fits

to the ESR peaks and dotted lines are linear extrapolations. b) Schematic energy

level diagram for dimers with a large interaction energy (J > EZ ). In this case

the singlet state becomes the ground state. c) Modelled ESR transitions showing

the behaviour observed in panel a).
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the process solving for Bext using the g1 , g2 and Btip found at each bias. We assume this

change in the g-factors and tip field based off the analysis in the previous subsection. The

result from the last step is shown in Fig. 7.14 c). We find good agreement but not precise

agreement which we account to the neccesity for us to estimate the dipole coupling and

exchange interaction. With this demonstration we believe we can conclusively say that we

used the bias to control different transitions at different rates. It is important to note that

not all dimers will behave in this way as seen with the dimer in Fig. 7.13 c). Here the spin

transitions are equidistant over bias as the changing tip field and changing g-factors will effect

the energy of the transitions at the same rate.

Avoided Crossing in an Engineered Dimer

One of the ultimate goals for this project was to measure the avoided crossing in the coupled

eigenstates of TiH-TiH dimers. This avoided crossing occurs when the energies of |T0〉 and
|S〉 approach each other, leading to transitions TT+ and ST- to approach each other. More

specifically, this crossing occurs when the detuning energy η is equal to zero. At this point

the two states are seperated by the flip flop energy J − D. This avoided crossing has been

previously measured by adjusting the energies of |T0〉 and |S〉 by changing the tip field which
was done by varying the tip sample distance [104, 119]. Interestingly, this avoided crossing

has been shown to be a regimewhere the two spins in the individual molecules are entangled

and flip flop oscillations can be observed using pump-probe experiments. Knowing that the

bias in ESR-STMs changes the tip field, we envisioned measuring this avoided crossing by

using the bias as a tuning parameter.

Unlike the dimers that we previously presented, which where all found by chance on the

sample, we had to design a dimer that would show an avoided crossing in the bias range and

set point current we are interested in. If the molecules in the dimear are too close to each

other then we can not access the avoided crossing due to the exchange interaction being

too large. In this situation we would get a behaivour similar to dimer presented in Fig 7.13

and analyzed in Fig. 7.14. On the other hand, if the dimer is too largely seperated then the

transitions we are interested in resolving become close in energy and they become difficult

to resolve individually. We designed a dimer where the distance between molecules was

0.99 nm, which we estimate results in an exchange interaction of 1.5 GHz. The dimer was

made using atom manipulation with the recipes for our manipulation presented in Chap. 2.

Fig. 7.15 a) shows the avoided crossing measured using bias dependent ESR-STM with the

white dashed lines positioned on the resonances. We also find that adjusting the tip sample
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distance moves the avoided crossing up or down in bias. Specifically, if we lower the set

point enough we can bring the avoided crossing to be near zero bias as seen in Fig. 7.15 b).

Fig 7.15 c) shows how changing the initial current set point can move the transitions in the

magnetic field axis. The avoided crossing we find is always at the same energy or magnetic

field for any specific dimer (this fact comes from the behaivour of the eigenvalues of the

states Eq. 7.7), so a movement of the three transitions in Fig. 7.15 c) is a direct demonstration

that this crossing can be placed exactly at zero bias by fine tuning the tip sample distance.

The origin of this movement must come from the small changes in g1 , g2 and Btip when

adjusting the tip sample distance, which in turn will change the conditions for η. To confirm

this interpretation we plan to study the behaivours of the g-factors and tip field in dimers

Figure 7.15: a) Avoided crossing of the singlet and triplet states measured using bias depen-

dent ESR-STM (USP = 100mV, ISP = 400 pA, URF = 20mV, f = 61.545GHz).

White dashed lines label the transitions. b) Bias-magnetic sweep showing the

avoided crossing near zero bias (USP = 100mV, ISP = 112 pA,URF = 20mV, f =

61.545GHz). c) ESR sweeps at zero bias showing themovement of the ESR peaks

when changing the initial current set point (USP = 100mV, URF = 20mV, f =

61.545GHz). Data is offset for clarity.
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more deeply in the future.

With the measurements presented in Fig. 7.15 and Fig. 7.13, we show conclusively how the

bias can be used as a tuning parameter in ESR-STM experiments. In fact, we believe the bias

has some advantages over other parameters such as the tip field. Importantly, the tip field

is not a parameter that can be pulsed as the adjustment of the tip field needs a mechanical

movement on the tip. The bias on the other hand is purely electronic and can be pulsed. For

the purpose of ultrafast experiments, which are necessary in regards to quantum informa-

tion processing, the bias gives a way to pulse the tip field. This gives us a larger control of

ESR-STM systems as we can use the bias to pulse from a region were the spin states are en-

tangled to disentangled. Previously, this could only be done by pulsing the driving frequency.

Furthermore, we also show that we can place the entangled states at zero bias, which is also

of interest for quantum computing. One of the main struggles for any quantum computing

experiment is the coherence time of the states used as qubits. In ESR-STM a majority of

the decoherence comes from the tunneling electrons [108]. As no electrons tunnel at zero

bias, putting the entangled states at zero bias optimizes the coherence time between those

states.

7.2.3 Deviations from the Tien-Gordon Model

One of the observationswe posited at the beginning of this chapter is the fact that these bias-

magnetic sweeps have some RF background signal off resonance. We wanted to gain some

insight into this background by trying to model the behaviour. The most obvious analysis is

to attempt is to try to replicate the background signal using the TG model which should, in

theory, be the correct model. Fig. 7.16 shows slices of the background data at 2.24 T at four

set points along with the TG modelling for each set point. One thing is immediately clear;

the TG model perhaps can imitate certain features but the fine details are lost. Therefore, a

more detailed theory has to be made to match the experimental results. One possibility is

using a green’s function formalism that considers electrons tunneling through a spin impurity

and interacting with microwave radiation. Such a theory has the potential to be important

as it could shine light onto how the ESR-STM mechanism functions and could even lead to a

complete theory of the ESR-STM mechanism.
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Figure 7.16: RF backgrounds of bias dependent ESR sweeps plotted along with expected be-

haviour based off TG interpretation. Presented at four current set points. RF

backgrounds are taken at one magnetic field value. Data is offset for clarity.

7.3 Comparison with Bulk Electron Spin Resonance

Before concluding, we would like to take the oppurtunity to compare our experiments with

bulk ESR experiments. In recent years several works have come out showing shifts in ESR

signals caused by applying an electric field [51, 52, 53]. Similar to us, they find that their

shifts are caused by crystal field terms being affected by the electric field. In contrast to our

work, they have also found some systems where the spin-orbit coupling changes when an

electric field is applied which in turn causes the spin transitions to shift. This is something

to consider for the future of bias dependent ESR-STM as perhaps it would be possible to

find a spin system whose spin-orbit coupling is modulated by the bias. When comparing our

experiments to that of bulk ESR, we also see that our effect is stronger than what has been

measured. For most materials it is very difficult to measure a shift past the natural linewidth

of the ESR signal in bulk measurements. As we have seen, it is very easy to shift the ESR peak

by tens, and even hundreds, of the natural linewidth in ESR-STM. This is very likely due to the

different geometries in our experiments. Specifically, in STM experiments we can create large

electric fields as we can bring the tip very close to the sample. Assuming a junction height of

around 300 pm, and a bias of 100mV, our junction would contain a field of 300MV/m. In the

case of bulk ESR, the experiments use plate capacitors to create their electric fields, whose

spacing is macroscopic rather than nanoscopic, and we find fields on the order of 3MV/m in
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literature.

7.4 Conclusions and Outlook

What has been presented in this chapter is a good start in understanding the observations

pondered in the second paragraph. On the other hand, a deeper analysis has also introduced

newquestions such aswhether there is a transition in the TiHO molecule from a regimewhere

the bias causes the molecule to away from the substrate to one where it causes it to move

towards the substrate. This one point should still be looked into by repeating the measure-

ments in Fig. 7.10 e) and f) but increasing the quality. This will be done by measuring the

ESR signal at more ZEs which would significantly decrease the error in the analysis. Another

experiment that should be repeated and built upon is the observed change in th tip field

with respect to bias (Fig. 7.10 c)). Again this measurement could be done at more ZEs to de-

crease error, and it could be performed along with spatially resolved measurements of the

ESR peak at each bias. The ultimate purpose of these measurements would be to really see

if a non-changing tip field near zero bias is a fundamental property of ESR tips (and therefore

something that should be understood) or simply a feature of the particular tip that was used

during the measurements of this dissertation. These measurements would also help explain

what causes the change in the tip field as spatially resolved ESR-STM gives direct informa-

tion on the dipole and/or exchange interaction between the tip and sample [109]. Lastly, the

bias control of coupled dimers could be further investigated. We envision extracting the g-

factor and tip field dependencies on the bias voltage for both the of the molecules in the

dimer. Analysis of dimers in ESR-STM experiments generally assumes that the tip only func-

tions on the molecule beneath the tip. This is likely not the case as the second atom of the

dimer is probably close enough to feel the tip magnetic field and electric field in the junction.

Modelling the g-factor changes in the individual molecules of a dimer could lead to a way to

understand the different movements of the molecules caused by the tip. Furthermore, ad-

justing the dimer length would further add value to this project as we might be able to make

a claim on the effect the distance from the tip has on the electric field and tip field felt by the

molecule.

There is also one more aspect that could be understood better but at this point it seems to

be a modelling problem rather than a problem with a lack of data. That is the question of

the RF background that is off resonance from the ESR signal. Understanding this could help
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explain the ESR mechanism itself and could perhaps shine light on why some spin species are

ESR sensitive and others are not.

To conclude, we have demonstrated that spin transitions can be electrically controlled in an

ESR-STM set-up. This effect was measured on the TiH species but should be a general ef-

fect for any species whose g-factor can be modulated by the crystal field or by spin-orbit

coupling. We show that this effect is likely linear in the positive bias regime and deviates

from a linear behaviour when approaching negative bias. We show that this is due the lin-

ear coupling between z-displacement of the molecule and the bias and speculate that the

nonlinear behaviour arises when ∂gz/∂Fc and ∂Fc/∂z starts being dependent on z . Fur-

thermore, we show that this effect is far stronger in the ESR-STM than in bulk ESR which is

likely due to the far larger electric fields we are able to produce. This effect also presents

a new tuning parameter, similar to the tip field or current, for ESR-STM experiments as it

can both be used to maximize the ESR signal and adjust eigenenergies of coupled spin sys-

tems.
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8 Temperature Dependent Single
Molecule Electron Spin Resonance

One of the initial goals when developing our ESR-STM was to probe the thermally induced

transition from a fully initiated ground state to a mixed state. Not only is this a fundamental

experiment, it is interesting for the field of quantum information processing as the controlled

initialization of states is important in this framework [24]. Here we present initial results of

experiments where we measured the ESR signal at ten ZEs and eight temperatures. We find

that the baseline of the ESR signal is not entirely reproducible and that the tip changes the

behaviour of the ESR peaks, making analysis challenging. We also find indication that initial-

ization of the spin system starts near 1 K.

8.1 Different Tips at Base Temperature

During our experiment our tip changed several times causing us to start over; this gave us an

opportunity to compare the behaviour of different tips at base temperature. What we see

is that how the ESR peak changes with ZE is tip dependent (Fig. 8.1). Fig. 8.1 b) shows ESR

amplitudes at various ZEs for two different tips and we see different behaviours for the two

tips with respect to ZE. This is actually to be expected as the SP sensitivity of the tip is very

likely magnetic field dependent [72]. The height of the ESR peak is also, of course, dependent

on the RF driving amplitude, and an uncertainty in the amplitude would cause unwanted

deviations in our measurements. As a consistency check we measured the transmission at a

given frequency directly before each ESR sweep, and measured the RF response of the IETS

on TiHO right after each sweep. Fig. 8.1 c) shows the ten spectra that were measured directly

after every ESR sweep for tip 2. We see that the data for all ten ZEs lie on top of each other

assuring us that the RF amplitude is indeed the same over the ten ESR sweeps. This makes us

more certain that what is being observed in Fig. 8.1 a) and b) is some change in the sensitivity

of the ESR pick up mechanism. Fig. 8.1 a) also shows the tip might change the baseline of
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Figure 8.1: a) ESR signals measured with two different tips at ten ZEs (UDC = 100mV, I =

40 pA, URF = 8mV). Tip 1 is shown in blue and tip 2 is shown in orange. b) ESR

peak heights of two tips at 10 ZEs extracted from data in panel a). c) RF response

of the IETS in TiHO at 10 frequencies (UDC = 100mV, I = 40 pA, URF = 8mV).

Each measurement was done directly after measuring the ESR signal at the given

frequency.

the measurement (although this is difficult to be certain of as we will see in the next section)

and the position of the ESR signal changes slightly. This last effect is due to different tip fields

from the two different tips. It is also important to note that although this measurement

was performed at base temperature not each measurement is at the same temperature as

the heating of the junction caused by the RF radiation is different for each frequency. This of

course can lead to the questionofwhether the difference in the ESR peaks is due to something

thermally induced. As there is no evident relation between the temperature and the height

of the ESR peaks this is disregarded. Furthermore, it is very likely that in this regime the

system is still initialized to the ground state which is discussed in the following sections. From

the data presented in this section it is clear that the ZE dependent change in the ESR pick up

sensitivity is non-negligible. As we are interested in measuring the change in the ESR peak
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amplitudes at varying ZEs and temperatures we have to eliminate this effect in our analysis by

normalizing our data to the peak height at base temperature.

8.2 Experimental Results and Analysis

Figure 8.2: Baseline of the ESR signals averaged over

ten ESR sweeps performed at each temper-

ature. LHe filling occurences between mea-

surements are shown with a dashed line.

The full experimentwas performed

bymeasuring ten ESR signals at ten

ZEs at a given temperature. This is

important as there oftenwasmain-

tenance (in the form of LHe fill-

ing or He3 condensation) done on

the machine in between each tem-

perature. Fig. 8.3 shows the main

results that came from this exper-

iment. Only three ZEs are con-

sidered for clarity of data. One

of the challenges that came with

interpreting the measurements is

that the baseline had a tendency

to change from measurement to

measurement. This is shown in

Fig. 8.2 where the averaged base-

line over ten ZEs is shown as a function of temperature (LHe filling events are also shown

as dashed lines). As this baseline does not seem to be correlated to the temperature (nor

any other parameter or operation that we can currently come up with) it is difficult to get an

accurate analysis of the ESR signal versus temperature. Indeed, this is another reasonwhywe

would like to get a better understanding of how the RF background behaves in the previous

chapter, as this might give us the answer as to why the baseline is so unpredictable during

these temperature dependent measurements. Keeping this obstacle in mind, we plot the

ESR heights both from the signal baseline and zero signal in Fig. 8.3 a) and b). The idea here

is to compare analysis that eliminates deviations in the baseline with conventionally correct

analysis. Furthermore, Fig. 8.3 c) and d) show the previous analysis normalized to the base

temperature ESR peak heights. This is done to compensate for the magnetic field dependent

tip pick up sensitivity investigated in the previous section.
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Figure 8.3: a) ESR peak heights at three ZEs measured as a function of temperature (UDC =

100mV, I = 40 pA, URF = 8mV). Peak heights are taken from zero signal. a) ESR

peak heights at three ZEs measured as a function of temperature (UDC = 100mV,

I = 40 pA, URF = 8mV). Peak heights are taken from the signal baseline. c) Data

in panel a) normalized to the peak heights at base temperature. d) Data in panel

b) normalized to the peak heights at base temperature.
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Looking at the analyses, it is clear that the non-normalized data shows some temperature

dependency, but there are also large differences in the ESR peak amplitudes between ZEs

which we know is partially due to varying tip sensitivities when changin ZEs. On the other

hand the normalized data seems to eliminate these tip effects and gives a clearer picture

of how the temperature effects the ESR signal. From here we compare the two normalized

data sets in Fig. 8.3 c) and d). In both cases the ESR peaks start to decrease around 1K, but

the two analyses differ with respect to ZE dependency. Fig. 8.3 c) shows that in the analysis

that considers the ESR peak height to be from zero signal, the dependency of the ESR peaks

with respect to temperature does not change depending on the ZE. On the other hand, the

analysis that considers the ESR amplitudes to be from the signal baseline, the dependency of

the ESR peaks with respect to temperature does change slightly at different ZEs. The general

trend is that for larger ZEs the ESR amplitude is larger at a given temperature. Due to the fact

that we expect a change with respect to ZE and that in most experiments the peak height of

a signal is from the baseline, we consider Fig. 8.3 d) to be the most correct analysis currently.

Of course there is still a question of how the changing baseline introduces deviations into the

data and therefore this analysis. It is clear that the data point at 1 K strongly deviates from

the trend presented from the other data points.

With it in mind that Fig. 8.3 d) is the most correct analysis, we plot the analysis along with a

simple model. This model is based on the Boltzmann distribution of a two level system and

we can solve for the population of the ground state to be:

P↓ =
1

e− EZ
kBT + 1

. (8.1)

We can adapt this to more closely describe our data by taking the difference between the

ground state population and 0.5 (which is the population in resonance) and then normalizing

the result to the 0 K value. The idea here is that in the experiment the peak amplitude is

related to the difference between the resonant state and the thermallymixed state. With this

simple model we can see in Fig. 8.4 that the trend of the data can be reproduced but there

are some fine details that are notmatched. Namely, the ZE does not have such a drastic effect

on the population dyanmics as the model suggests. This could be accounted to errors in our

experimentalmethodology, specifically the error in the temperature and the irreproducability

of the baseline, or it could be accounted to a missing part of the model. For example, it has

been demonstrated that state of the spin can be initialized with a SP current and this is not

something that we currently consider [56, 113]. Fortunately though, the data does show one

interesting thing in respect to the ZE. That is that the ZE does change at what temperature
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Figure 8.4: Normalized ESR peak heights at three different ZEsmeasured as a function of tem-

perature (UDC = 100mV, I = 40 pA,URF = 8mV). ESR amplitudes are taken from

the signal baseline. Model based off the Boltzmann distribution is plotted along-

side the data.

the ESR peak starts to decay, which indicates the ZE having an effect on the spin initialization.

Although this seems to be the case, a model that can explain the behaviour in Fig. 8.4 more

correctly is needed to confirm this interpretation.

8.3 Discussion

As shown in this chapter, measuring the thermal dynamics of an ESR signal comes with some

challenges. First, it is shown that the signal intensity is tip dependent and not consistent

over different magnetic fields. This is likely due to the magnetization of the tip being field

dependent. Our method to eliminate this effect is by normalizing the data set to the base

temperature. Second, we found that the baseline is not entirely reproducible between mea-

surements, making analysis and interpretation difficult. To tackle this problem we consider

the height of the ESR signals from the signal baseline and from zero signal. We see that the

former analysis has some dependency on the ZE. As we expect some dependency on the ZE

and because typically amplitudes of signals are considered from the baseline, we assume this

analysis to be the most correct; to confirm the validity of this analysis the behaviour of the

baseline should be better understood. This could be done phenomologically in a way that

would let us redo the experiment presented in this chapter with a reproducible baseline.

More preferably though would be to understand the origin of this baseline and this would be
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in conjunction with understanding the behaviour of the RF background in the previous chap-

ter. In either instance, measurements in this chapter should be repeated once the baseline

can be reproducible.

The analysis and interpretation still have to be built on before we can make any conclusions,

but there are some things that can be said based on the phenomenology of the data. The

first is that below approximately 1 K the peak of the ESR signal is not noticeably temperature

dependent and above 1 K the peak decays with respect to temperature. This suggests that

around 1 K the initialization of the spin system starts to occur. The second feature that the

data shows is that depending on the ZE the thermal decay of the ESR peak will start at a dif-

ferent temperature. Currently, this effect is rather small and should be measured again once

the baseline is better understood. If this is confirmed then it is very likely that the change in

the spin splitting of the system is being probed by the temperature dependent ESR sweeps.

Indeed if this is the case, it may be possible to use a set of temperature dependent measure-

ments as a thermometer. Of course, to further confirm this interpretation a more correct

model has to be foundwhich fits the data in Fig. 8.4. Themodelling in Fig. 8.4 is a good starting

point but something more has to be added. One proposal would be to include the initializa-

tion that occurs from the SP current. Another proposal would be to calculate the density ma-

trix of a two level spin system and combine that with the thermal dynamics already proposed.

Both proposals are beyond the scope of this dissertation.





111

9 Conclusions and Outlook

In this dissertation, we have shown the development of and first results from a state of the

art ESR-STM. Our goal was to create an experiment that allows us to measure signals at far

larger ZEs than what has previously been reported. As of the date of publication, we believe

that we are the only group that can measure resonances above 40GHz. We strived to this

specific goal so that we could investigate two ideas. The first idea was to use the TM effect

as a SP current source for ESR-STM experiments, and secondly we wanted to have an exper-

iment where the spin is initialized to the ground state. Although we faced some obstacles

with our first goal, which we have presented, we have successfully managed to implement

a system that is capable of measuring high quality data and is now ready to be used as a

tool for studying spin physics on the nanoscale. In this work, we have also presented the

steps up to measuring an ESR signal and the initial experiments we performed with this new

functionality.

The first project that we worked on after purchasing the machine and installing the HF com-

ponents, was the measurement of the transfer function of our cabling using the RF response

of spectroscopy measured in our junction. Due to the expertise in our group and the sharp

states that superconducting gaps provide, we decided to use an SIS junction to accomplish

this task. We successfully used the TG model to find the amplitude of the RF radiation that

was confining into the apex of the STM tip. We found the dependency of this amplitude

on the frequency of the radiation, to characterize our first transfer function. From there we

also took the opportunity to use microwave-assisted tunneling as a way to study the differ-

ent tunneling processes occuring in a superconducting junction. What we found is that the

TG model breaks down at high conductances where many tunneling processes are present,

and a more in depth model considering the tunneling Hamiltonian better describes the ob-

servations. This lead us to conclude that the seemingly seperate processes in SIS tunneling

are not separate but interfere in a way that has to be considered at higher transmissions.

With these initial investigations into microwave-assisted tunneling we inspired the creation

of a new microwave-STM which is solely focused on this research. The initial goal of this ma-
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chine is to excite a Shiba state by matching the Shiba energy to the microwave energy, and

we believe that we have observed this effect recently.

The next project presented in this dissertation is the study of VOPcs on Pb(111). The goals of

this project were to investigate the feasibility of the TM effect as a source of SP current and to

expand ESR-STM experiments past atoms/molecules deposited on MgO. In both regards, we

found significant challenges. The first challenge is the small RF amplitudes at which wewould

have to measure the ESR signal at if we wanted to use the TM effect. The second challenge

is that the TM effect did not react while probing spin centers in our system. These two chal-

lenges would have to be overcome by increasing the sensitivity of the spin/ESR signal pick up

mechanism. This could be done by either optimizing the creation of TM tips or by changing

the sample system. In either regard, we do not currently plan to continue investigating the

feasibility of using TMtips for ESR-STM experiments. Nevertheless, we found VOPc nanocrys-

tals on Pb(111) to be a novel system with many unique features. Other groups have investi-

gated Pcs on SCs, butwhatwas new in our experimentwas an addition of an out of plane atom

protruding fromourmolecules. This lead to nanocrystals that havemolecules with two orien-

tations at each layer. We investigated these various orientations on the first and second layer,

and found that some of them were magnetically and spin active while others were not. We

speculate that themagnetically active species on the second layer has the sameorientation as

themagnetically active species on the first layer. Our experiments also directly show how the

proximity effect of the superconducting Pb(111) is on a larger length scale than the screening

of the electrons provided by a conducting Pb(111) surface.

In due course, we managed to measure ESR signals by using a sample system that has been

shown to be effective by many groups. We show the ways we characterize the sample by

identifying the different atomic and molecular species along with multilayer MgO. We also

show the way we tip shape to create an ESR tip by looking for ESR candidate tips. Finally,

we present ESR frequency sweeps above 60GHz and magnetic field sweeps from 60GHz

to 98GHz, showing definitively that our STM works in the operational frequency range we

intended. A preference arises in doing magnetic field sweeps in our machine due to our

sporadic transfer function and day-to-day changes in the transfer function. Lastly, we also

investigate the changes in our transfer function that occur when changing the tip and after

heating up and cooling down the machine. We find that both of these occurrences can cause

significant changes that we combat by replacing the HF cabling at the junction during heat

ups, and by using long tip wires. With the implementation of our machine, our specific out-

look is either already presented in this thesis or written about in the following paragraphs.

The general outlook for ESR-STM experiments and our machine would be to expand the sam-



113

ple systems on which ESR signals can be measured. The idea of VOPcs could be returned to

by depositing them on MgO, which guarantees that they would decoupled strongly enough

from the substrate. ESR-STMs have also been recently shown to be able to coherently ma-

nipulate quantum states, which is a prerequisite for quantum computation. This, along with

the demonstration of entangled spin states in ESR-STM experiments, leads us to believe that

quantum information processing using individual atoms as qubits is a promising avenue for

research in the field of ESR-STM.

After collecting a first data set that shows proof of principle of our machine, we set out to

understand an observation that we first made when characterizing our ESR signals. That ob-

servationwas the change in the ESR signal whenmeasured at differing bias voltages. By doing

bias-magnetic sweeps we are able to observe the bias dependent behaviour of ESR signals at

one ZE. We see a shifting ESR signal with respect to to bias along with a background signal

that seems to interact with themain ESR peak. We then strove to understand this shifting sig-

nal and found that it is due to changes in the g-factor and tip field that occur when changing

the electric field in the junction. This interpretation was found to be consistent when ad-

justing the set point and the molecule’s binding site in our experiment. After understanding

this effect we also wanted to see how it could be used to control spin transitions in coupled

dimers. We performed bias-magnetic sweeps on a strongly coupled dimer to show that the

varying transitions move at different rates with respect to bias. Bringing the STM tip very

closely, we were even able to induce a regime where several transitions are found at the

same energy and we have modelled this behaivour using a conventional spin Hamiltonian.

By designing specific dimers, we were also able to measure the avoided crossing of two en-

tangled spin states using a bias-magnetic sweep and we were also able to show a way to

place this avoided crossing at zero bias. This leads to a way of optimizing the coherence time

between two entangle states (which would be of interest in regards to quantum computing)

as the current is a direct source of decoherence in ESR-STM. With our demonstrations on

coupled spin systems, we show that the bias in ESR-STM experiments is a powerful tuning

parameter.

Even with the significant step in understanding this phenomenon, there are some remaining

questions in regards to the source of the RF background and the change in the dependency

of the g-factor on the bias that we have observed in TiHO. We consider the first problem to

be that of modelling, where the correct theory has to be formulated to understand the RF

background. The second question regarding the g-factor dependency should be further in-

vestigated experimentally. We envision reproducing some of the experiments in this disserta-

tion at more ZEs to increase statistics and improve the error in our analysis. Furthermore, we
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could try to induce a similar transition on the dependency of the g-factor in the TiHOO species

by measuring at higher conductances. This project could be done in conjunction with experi-

ments on dimers as we speculate that we could induce a regime were the bias pushes on the

molecule beneath the tip and pulls on the molecule away from the tip. We would extract the

g-factor and tip field dependencies with respect to bias for both molecules in the dimer, and

use the change in the g-factor as ameasure of themovement of themolecules. The complete

set of goals for this project would be to investigate the dependency of the g-factor on the set

point and bias and see if we indeed can push the molecule with the electric field if we bring

the tip close enough. Then we would measure the tip field and g-factor dependencies on the

set point, bias, and dimer length for dimers in order get a sense of the effect of the tip field

and bias on the neighbouring molecule in the dimer. The final outlook for bias dependent

ESR-STM, is to investigate the tip field dependency on the electric field. We see in this disser-

tation that the tip field moves linearly with bias, which leads to the question of how the spin

system and Fe atom in the junction are changing relative to each other when the electric field

is swept. This can, in principle, be directly observed using spatially-resolved ESR-STM, which

has been shown to give information on the dipole and/or exchange interaction between the

tip and spin system. Performing this experiment at many biases would lead to information

on the change in this interaction, which could lead to the direct mapping of the movement

of the spin system and Fe cluster on the apex at the tip.

Lastly, we performed temperature dependent measurements to observe the transition from

an initialized experiment to a mixed state experiment. We show that there are some chal-

lenges that come with this experiment. The first challenge is that the sensitivity of the ESR

signal is ZE dependent so this has to be considered and eliminated. We countered this by

checking that the RF amplitude is consistent between each measurement, after each mea-

surement, and by normalizing our data sets to the base temperature ESR signal magnitude.

The second challenge came for an inconsistent signal baseline that we do not currently un-

derstand. This ultimately makes analysis difficult and any interpretation questionable. With

these limitations we can model the general trend of the data, and speculate that the initial-

ization of the system occurs near 1 K, but we do not reproduce the dependency of the data on

the ZE. This is very likely due to us not considering spin initialization that the SP current facil-

itates in the experiment. Continuing to investigate this, along with the remainder of Chap. 8,

may be themost promising avenue to continue research on thismachine as it takes advantage

of this machine’s unique properties. Namely, the following project is proposed with the idea

of studying thermally induced population dynamics. With the assumption that the ESR signal

baseline is understood and consistent, we would measure dependencies of the ESR signal at

various ZEs and temperatures, as we have done in this work, along with varying currents and
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RF amplitudes. The goal here is to understand more deeply the role of the current on spin

initialization and whether it is dependent on the spin splitting or population dynamics. The

RF amplitude also directly effects the amplitude of the signal and this may also be related

to the population dynamics or ZE. After these experiments, pump-probe functionality could

be implemented. Not only is measuring the decay rate and coherence time of an initialized

system as a function of ZE a fundamental experiment that is possible in our STM, the tempo-

ral dynamics of spins could be studied in relation to the population dynamics. With such a

promising future, we believe that we can expect more interesting and novel research coming

from our ESR-STM.
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